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Task partitioning effects in semi-automated human–machine system performance

P.A. Hancock*

Department of Psychology, University of Central Florida, Orlando, FL 32826, USA

(Received 10 September 2012; final version received 3 June 2013)

Twelve professional pilots performed a flight simulation consisting of three component sub-tasks: (i) tracking, (ii)
monitoring and (iii) targeting, respectively. The targeting sub-task required (i) target identification, (ii) weapon selection and
then (iii) weapon release. Pilots performed in a fully manual condition, a partial automation condition or a fully automated
condition. Automated assistance was provided for the targeting sub-task only, while tracking and monitoring sub-tasks were
always performed manually. During full automation, the computer located the target, identified it and released the
appropriate weapon without any pilot input. During partial automation, the computer located and identified the target while
the pilot retained final control over weapon release. Significantly higher levels of tracking error distinguished manual from
both automated conditions and also between the two levels of automation. Monitoring response times were also sensitive to
the degree of automation engaged, with the partial-automation condition exhibiting faster responses than full automation.
Findings support a design principle in which pilots retain control over final weapons release directly on the basis of objective
performance outcome. These collective results support the contention that effective and principled task-partitioning should
represent a central strategy for the evolution of complex human–machine systems.

Practitioner Summary: Advantages of partitioning tasks between human and automated control are contingent upon the
overall context of performance and the actual way the partitioning is accomplished. Simple algorithms, for example,
automate on every feasible occasion, are poor design heuristics and may even prove actively harmful to overall response
capacity. Transitioning humans from active controllers to passive monitors can be a problematic design choice, especially
when that individual is socially deemed to retain overall responsibility for ultimate system effects in the real world.

Keywords: degree of automation; pilot control; task partitioning

Introduction

As we make progress towards fully adaptive human–machine systems, a central concern that still remains to be resolved is

the appropriate degree of task partitioning to implement (Phatak and Bekey 1969a, 1969b; Sheridan 2002). Contemporary

research has shown the advantage of maintaining at least some degree of operator awareness of the various sub-tasks, even

if they are performed in a fully automated mode (Parasuraman and Riley 1997). For example, Parasuraman, Mouloua, and

Molloy (1996) demonstrated that a task that is completely automated cannot simply be ‘forgotten’ but is in reality itself

transformed into an additional, obligatory monitoring task. Unfortunately, humans have proved to be relatively deficient at

such prolonged monitoring and any design rationale that advocates wholesale automation simply reduces operators to the

monitors of multiple displays; a task which they are poorly equipped to perform (Bainbridge 1983; Hancock 1991, 2013).

However, if automation does not meaningfully reduce operator load, or merely transforms it into other more diffuse forms,

then simple indiscriminant automation can actually prove harmful to overall system performance. Thus, there is a need to

take advantage of the opportunities offered by adaptive automation but not exploit this to the extent that overall system

performance is degraded (Billings 1992; Rouse 1994; Sheridan 2002). Balancing these advantages against potential

disadvantages provides a fundamental rationale for considering how the transitions into and out of automation should occur

(Hancock 2007b) as well as what levels of task partitioning are viable between the operator and the machine. And it should

be noted that some design conceptions advocate for a more holistic approach to human-in-the-loop system operation such

that the human retains a more general picture of overall operations and no individual tasks are pruned off for completely

automated completion (see e.g. Hoc, Young, and Blosseville 2009).

A number of strategies for dividing up sub-components of tasks, subsumed under the more general principles of

function allocation (Birmingham and Taylor 1954; Chapanis 1965; for a review see Hancock and Scallen 1998), have

previously been offered. For example, tasks can be shared in time. This multiplexing strategy recalls the earlier notion of

complementarity (Jordan 1963) and has been investigated in work on automation ‘cycling’ (Hancock, Scallen, and Duley

1994; Scallen, Duley, and Hancock 1996). What makes such cycling a problematic long-term strategy are the ‘hand-over’

costs when manual control is assumed, relinquished or resumed. Given that the completely smooth transition of seamless
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task switching could be achieved however, task cycling may prove an efficacious solution to the partitioning problem. In

contrast to multiplexing, a second alternative is the spatial partitioning of tasks (e.g. Morrison, Cohen, and Gluckman 1993).

Here, some salient features of the overall demand serve to divide the task itself into purportedly ‘natural’ and putatively

discrete components. Then, some parts can be accomplished manually while others are handled by various degrees of

automation. Some progress towards achieving this goal through the use of computational models has recently been

advanced (Bolton, Siminiceanu, and Bass 2011; Kaber and Kim 2011).

One example of purely spatial task division could be flight control. While the automated system could deal with vertical

control, represented by altitude above ground level, the pilot could still retain manual control over horizontal positioning.

Such partitioning may well prove particularly useful in certain operations such as ‘nap-of-the-earth flight’. Automatic

maintenance of the aircraft at a particular height above the ground could then free the pilot for other critical tasks such as

weapon release, and such forms of control are, of course, now entering the realm of unmanned drone operations as well as

modern ground vehicle control. In the air, however, the pilot still has to monitor the automated tracking system to make sure

it is performing as required, especially as altitude control is an absolutely critical task (Hancock 2007a, 2007b). These

questions of task parsing and division persist beyond traditional aircraft then to more contemporary issues involved in many

unmanned systems (de Visser et al. 2008). The issue proliferates well beyond aviation since there are most relevant

applications in numerous additional realms concerning, for example, ground vehicle control (Tsimhoni and Green 2001),

control of assistive technologies (Simpson and Levine 1999) as well as more general perspectives that make clear such

partitioning is a viable strategy across a wide spectrum of real-world conditions (Eischeid, Scerbo, and Freeman 1998;

Nechyba and Xu 1997; Von Hippel 1990).

In the cited aviation example, the flight task is able to be divided ‘naturally’ into the two components of vertical and

horizontal control. This division is based upon the physical nature of two dimensional tracking that also underlies the recent

innovations in longitudinal control in advanced ground vehicles (Chen and Wang 2011). However, in the wider spectrum of

complex systems, the appropriate spatial division of tasks is often not so readily apparent. Often ‘natural’ divisions are

neither intuitive nor necessarily beneficial. Nowhere is this question of task division and performance responsibility brought

more to the fore however, than in military aviation and in the vital decision to release or not release ordnance. Given a

number of recent experiences in contemporary conflicts, the decision to fire or to withhold fire is now more than purely a

tactical one. Indeed, as we have seen, it can rapidly burgeon into an implicit political decision (Bruxelles S.D. 2010

“Coroner Criticises US as He Gives ‘Friendly Fire’ Inquest Verdict” (The Times, April 28, 2010); Klein 2003; Snook 2000).

This is so since modern improvements in weapons capacity now most frequently assures target destruction.

Founded upon both these theoretical and practical premises as well as the totality of the prior literature concerning

function allocation and task partitioning (for a review see e.g. Hancock and Scallen 1998; and see also deWinter and Dodou

2011; Parasuraman, Mouloua, and Molloy 1996), the present experiment sought to address the question of task partitioning

through the examination of part-task and full-task automation of this particularly critical weapons release sub-task during a

simulated flight scenario. Specifically, the present procedure contrasted full automation of this specific sub-task in which

the system detected a target, selected a weapon and fired that weapon, with a comparable, partial automation condition in

which the system detected the target and selected the appropriate weapon but required the pilot to assure that a correct target

had been identified and the appropriate weapon had been selected before firing. All of the time when the weapons sub-task

was in progress pilots, explicitly remained in active control of the flight path of the aircraft and also remained responsible

for monitoring aircraft systems status. Thus, the degree of automation here referred only to the one critical sub-task and so

the partitioning referred only to a nominal one-third of the overall imposed demand. Such conditions have only been

evaluated relatively rarely, even in the extensive literature on human–automation interaction.

The present experiment was one in a programmatic series which evaluated the effects of automation transitions and

task-partitioning on response capacity when interacting with a complex operational system. The specific hypotheses for the

present experiment were twofold. First, it was proposed that overall performance would be facilitated in trials in which any

form of automation was employed; this when compared to the control trials in which all sub-tasks had to be accomplished

manually. This hypothesis addressed a general task loading effect. The second hypothesis was that full automation would

result in superior performance on the remaining sub-tasks, compared to both the part automation and the fully manual

condition. However, a caveat to this hypothesis was that the pilots would experience greater cognitive workload in full, as

compared to part-task automation as a result of their necessity to monitor the accuracy of automated weapons release. This

proposition derives from previously suggested stress effects which increase in circumstances where an individual bears

responsibility for an action but cannot affect immediate control over that action (see Hancock andWarm 1989; Karasek and

Theorell 1990). Confirmation of this latter hypothesis would be indicative of elevated workload due to responsibility

without authority in the full automation condition compared to the increased authority in the part-task automation, although

the latter is actually accompanied by a slight increase in the necessity for active control. Finally, it was hypothesised that the
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demands of display scanning would modify these loading effects. This influence would be contingent upon each different

display assemblage associated with the different sub-task combinations in the different levels of automation.

Experimental method

Experimental participants

To evaluate the above propositions, 12 experienced pilots (eleven males and one female) volunteered to participate in the

present experiment. The pilots were recruited locally, partly from a group of professional participants undergoing advanced

training at the Northwest Air Training Company as well as volunteers from the local professional flight community. Their

experience ranged from General Aviation with flying time of just under 100 h in Visual Flight Rule conditions to

Commercial Aviation with up to 5500 h flying time under Instrument Flight Rule restrictions. Only one of the pilots had any

professional experience with fly-by-wire aircraft while the majority was familiar only with traditional forms of aircraft

automation. The mean flight experience across the group was 1183 h. Although this range of experience, especially with the

particular form of military aviation task to hand, might seem of concern, it has previously been shown that results from this

type of sample range do generalise to other specific piloting tasks using differing forms of adaptive automation (and see

Hancock and Smith 2007).

The STARFIRE test facility and sub-task description

The present experiment was conducted in a single-seat, flight simulator. The body of the aircraft in which the pilot sat was a

purpose-converted Agwagon which presented a large screen in the centre of the visual field and three, in-cockpit video

display terminal (VDT) displays on which different information could be presented. In the present experiment, the

STARFIRE test simulation was employed. This facility has previously been described in detail (Hancock and Scallen

1997). However, briefly, STARFIRE presents three component sub-tasks associated with flight, see Figure 1. The most

evident of these flight-related sub-tasks is the tracking requirement which presents a highway in the sky that participants are

required to follow. They were instructed to minimise their flight tracking error around a desired path, which is shown by the

central ball in the ladder of the primary flight display. A second task, which is illustrated on the upper left side of Figure 1,

represents flight systems monitoring. This requires the pilot to constantly assess the state of a series of five lights and four

Figure 1. The STARFIRE display configuration during one of the automated trials. The monitoring lights and gauges are shown at upper
left. Tracking automation is shown as being active as represented by the small box at upper right and performance is optimised as shown
by the small ball at the centre of the pitch ladder. This form of tracking automation was not used in the present experiment. The targeting
task, in the upper centre, is active and has selected a Cube target as shown. The target itself appears on the surface just above and to the left
of the 00 direction indicator at the base of the HUD.
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gauges. The pilot is instructed to return these to their normal status whenever they deviate from an acceptable state. This is

accomplished by activating the appropriate keys on an associated keypad. The third and final sub-task requires the pilot to

search the terrain below them for pre-specified targets which appeared aperiodically. After recognising the presence of a

target (i.e. the fact that a target is on the ground in front of them), the pilot then had to identify the specific configuration of

the target (i.e. whether it was a cube, a sphere or a pyramid). They are then required to select the appropriate response (i.e.

the weapon that would destroy that particular target). Each of these sub-tasks can be performed under full manual control or

any of a number of different levels of automation. Further, all of the tasks could be partitioned so that computer and human

could share the responsibility for their execution. In the present experiment, partitioning was engaged for the targeting task

only.

Experimental conditions and design

The current experimental design was a completely within-participants one. Pilots experienced conditions involving the full

manual control of all of the sub-tasks on trials 1, 3 and 5. These respective trials were each of 4-min duration. Trials with

either level of targeting task automation lasted for 6min and occurred as trials 2 and 4 in the sequence. This regimen was

imposed in order to balance the total time in manual control versus that in any form of automation, and reflected a further

interest in the transition process both to and from automated control (Hancock 2007b). The order of the administration of

different levels of automation was counter-balanced across participants. There were two forms of such automation, namely

full and partial automation. In full automation, the computer located the target, identified that target and then released the

appropriate weapon without any required input from the pilot. Selection of the duration of manual versus automated trials

and the number of events in the various trials was based on balancing observations on response across the conditions for

statistical comparison purposes. In the partial automation condition, the computer also located and then identified the target

but the release of the weapon in this circumstance remained under direct pilot control. In order to uphold the integrity of the

multi-task system, pilots were instructed that they still needed to monitor the targeting task even when it was in the full

automation mode. Pilots were further instructed that upon completion of the full automation target task trial, they would be

asked How many surface targets did the automated system correctly destroy? This question was employed specifically to

prompt pilots to monitor full target automation so that this part of the overall effort could not simply be neglected.

Each manual trial contained eight system monitoring deviations and each automated trial contained 12 such monitoring

deviations. System monitoring events were therefore scripted to occur randomly but on an average rate of two per minute in

both manual and automated trials. A monitoring response was defined as the depression of the appropriate response switch

after identification of the system monitoring display stimulus. Light and gauge deviations remained in abnormal status until

the response switch was depressed or until the next deviation occurred. In the latter situation, the pilot was assigned a

missed response.

In respect of the target task, every trial contained one target per minute but these did not necessarily appear at an even

rate of one per each 60-s period. Thus, each manual trial contained four surface targets in total and each automated trial

contained six surface targets. Of the 12 total targets there were four spheres, four cubes and four pyramids. It should be

again emphasised that target task data were collected in manual trials and during the trial where the target task was partially

automated. However, during the fully automated target task trial, the only data collected were the pilots’ response to the

question, How many targets were correctly destroyed by the system? An automated target task failure (where the system

selected an incorrect weapon) was introduced for the last target in each of the two automated target task trials. Automation

failures were introduced to ensure the pilot did monitor the automated task and thus maintained the overall integrity of the

three part multi-task environment.

Since trials employing either form of automation were 6min in length and contained 12 system monitoring deviations

and 6 surface targets, and since manual trials were 4min in length and contained eight monitoring deviations and four

targets, the summed manual and automated trials were equated for each of the total time on task (12min), the total number

of monitoring deviations (24) and the total number of surface targets (12). The distribution of system monitoring deviations,

and target types, within each trial was also equated for the three manual and two automated episodes.

Experimental procedure

After first completing the informed participation form, pilots were asked to complete the Profile of Mood States (POMS)

assessment instrument (McNair, Lorr, and Droppleman 1992) to assess their baseline mood state. This instrument has been

previously employed in relation to assessing operator response to differing forms of part-task automation (Hancock 2007b).

Pilots were then given instructions on the procedures and goals associated with each sub-task. The automated targeting sub-

task and its partial form were then described and demonstrated. Pilots were allowed to practice on each and all of these
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component sub-tasks both singly and in combination to their own satisfaction. Prior to the flight performance, they also

completed the Subjective Workload Assessment Technique (SWAT) card sort procedure (Reid and Nygren 1988) and then

the experiment consisting of the five trial periods began. Before the start of the specific trial employing the fully automated

targeting task, the pilots were reminded that they would be queried concerning the number of targets correctly identified by

the system. At the end of each trial, the pilot was asked for their concluding SWAT response. Following the termination of

all of the experimental trials, participants completed a post-test version of the POMS questionnaire. They were then de-

briefed, thanked and were able to leave the facility.

Subjective responses

Detailed information as to the composition and use of the POMS instrument is readily available in the literature (McNair,

Lorr, and Droppleman 1992). In the present experiment, the modified ‘right now’ instructions were used for the post-test

assessment. This modified instruction set was employed in order to make the test more sensitive to the specific, mood state

changes associated with the experimental manipulations. The SWAT is also a common measurement instrument for

subjective response and has been described in full detail elsewhere (see Reid and Nygren 1988). Here, SWAT responses

were taken immediately after each of the five trials and these mean values were the subject of analysis. Since objective

measures of performance and subjective perception of the task demand are not always coincident (Hancock 1996; Yeh and

Wickens 1988), the present subjective measures sought to evaluate pilots’ perceptions of the task partitioning effect

alongside their objective performance response. Given previous positive evidence of change in subjective workload in

relation to automation manipulation (Scallen and Hancock 2001), it was hypothesised that pilots would be sensitive to the

change in the automation level with respect to the targeting task, and such effects would be evident in scores from both the

POMS and SWAT scales.

Dependent performance measures

The primary measure of performance on the tracking sub-task was root mean square (RMS) error calculated around the

three-dimensional performance centerline (Miyake, Loslever, and Hancock 2001). System monitoring was measured in

terms of the response time (RT), the overall percentage of responses made and the percentage of those responses which

were correct. Targeting performance was measured by the percentage of responses made, the percentage of those responses

which were correct and the mean time for response. Cases of missed targets and false alarms were also recorded. However,

no direct targeting performance data were collected during the trial in which the task was fully automated. To reiterate, the

first hypothesis anticipated a task loading effect, while the second hypothesis predicted an improvement in overall objective

performance with complete automation, but increase in subjective load in this latter condition since weapons release was in

this circumstance removed from the pilot’s direct control.

Experimental results

Tracking performance

With respect to mean RMS error (RMSE), three separate analyses were performed. The first compared grouped manual

(mean performance for all three manual trials) versus grouped automation (mean performance for the two target task

automated trials) which looked to evaluate general variation in tracking due to any form of automation. The t-test indicated

a significant difference (t(11) ¼ 6.876, p , 0.01) between manual (i.e. 1.19) and automated (i.e. 1.37) conditions. This

outcome confirmed the advantage that degrees of automation can bring, especially in complex, multi-task operations. Since

pilots treat tracking as of primary importance, the significant improvement recorded here provides strong evidence that

overall task load is reduced in the respective automation conditions. Task partitioning here therefore fulfills the first

mandate of automation which is to improve performance on those tasks which are not subject to automation.

Having confirmed this foundational outcome, a secondary analysis of the tracking data was conducted on only those

trials involving manual control. The mean RMSE value for each of the three manual trials was entered into a repeated

measures ANOVA. This analysis elicited no significant effects ( p . 0.05), showing that tracking did not change with time-

on-task. This indicates that pilots, having practiced to asymptote before the experimental procedure retain stable levels of

manual control across the duration of the experiment. Consequently, change in performance as a function of differing levels

of automation is attributed to differences in task configuration and not outside influences such as learning or fatigue (see

Matthews et al. 2012).

Having established the efficacy of targeting automation on tracking and also having shown that tracking was stable

across sequential manual trials, a third analysis was conducted which compared tracking performance in the two trials
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involving different degrees of automated targeting. Mean RMSE for trials employing either full or partial automation,

respectively, was compared using an alpha-adjusted matched-pairs t-test. This showed a significant difference between the

two conditions (t(11) ¼ 2.246, p , 0.05). Here, fully automated targeting proved superior to partially automated targeting.

Next, tracking summed across the manual trials was compared in a pairwise manner to each of the two automated trials.

Paired t-tests indicated that tracking in manual trials was significantly different from both partial automation (t(11) ¼ 3.571,

p , 0.01) and full automation (t(11) ¼ 7.197, p , 0.01) (see Figure 2). While the differences between these respective

conditions may seem relatively small, there are many flight contexts, such as nap-of-the-earth operations or altitude keeping

in busy airspaces, where even small errors in flight control accuracy can be disastrous.

System monitoring performance

For systems monitoring, data were collected for each light and gauge deviation. The mean percentage response rate and

mean RT were calculated for each of the five trials. In the present experiment, false alarms proved negligible as the sample

of professional pilots responded to essentially all monitoring deviations and made virtually no false alarms. These

respective ceiling and floor effects for the percent responses and false alarm data precluded meaningful signal detection

analyses. Mean monitoring RT was calculated for each pilot in each trial and the initial analysis conducted concerned

grouped RTs in the manual trials versus grouped RT’s in the target task automated trials. The relevant t-test indicated no

significant differences between these two groupings ( p . 0.05). This appears to be because the pilots exhibited near perfect

performance in the full multi-task condition already. RT’s comparing each manual trial also showed no significant effects

( p . 0.05). As with the comparable analysis for the tracking this outcome confirms that monitoring performance level

stayed stable across the repeated manual trials. RT’s for the two trials involving automated target task were then analysed

using a matched pairs t-test. This analysis sub-served the main purpose of the present experiment, i.e. examining

performance differences associated with differing levels of part-task automation associated with the overall targeting task.

This separate t-test did indicate a significant difference (t(11) ¼ 2.275, p , 0.05) in which the partially automated target

task condition exhibited significantly lower (i.e. better) RTs (i.e. 3.28 s vs. 3.81 s, respectively, and see Kaber, Onal, and

Endsley 2000). Analysis was then conducted on RTs summed for the manual trials compared to either form of automation; a

comparison which elicited no significant differences ( p . 0.05). Thus, retention of the weapons delivery function did not

degrade speed of monitoring response. Further, the necessity to still identify targets during full automation had no

differential influence compared to the full manual condition (and see Hancock 2007a, 2007b).

Target task performance

The experimental design precluded sampling of objective target sub-task performance in the fully automated condition.

Therefore, the present analysis involved comparing targeting sub-task performance across the manual trials with the trial in

which partial automation occurred. An ANOVA was performed on the percentage of targeting responses across sequential

manual trials and no significant effects were observed. This further confirmed stability of performance and the efficacy of

Figure 2. Tracking performance for the fully automated, partly automated and manual trials, with standard error bars shown. The figure
displays tracking performance for the two trials in which tracking and system monitoring tasks were performed manually while the target
task was either partially automated or fully automated. Data indicate that tracking performance was superior when the target task was
fully automated. Furthermore, tracking performance in each of the two automated trials was superior to the performance across the
summed manual trials.
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the ad libitum regimen of practice. A subsequent analysis was performed on the percentage of correct responses which again

elicited no significant differences. The absence of any significant difference in the targeting sub-task is thought to be due to

the uniformly high level of pilot performance; essentially a ceiling effect. The relative infrequency of targeting events here

(which does however reflect an appropriate ecological validity of the rarity of targeting in the real-world) means that

opportunities to ‘miss’ the targets themselves were infrequent. The uniformly superior performance level attests to the

importance which pilots (appropriately) attached to this critical task. In real-world circumstances, the appearance of a target

is even rarer than was enacted in the present procedure. Thus, real-world targeting is much more akin to a full sustained

attention task (and see Hancock 2013). However, only a limited number of targets had to be responded to and this

identification problem is also representative of real-world demand. In the fully automated condition, pilots were uniformly

observant, even correctly reporting on the interpolated targets where incorrect automation identification occured. This

raises the issue of ecological validity and the generalisation of results, as discussed later in discussion.

To achieve a full description of response, targeting performance was represented by three specific metrics: (i)

percentage of responses; (ii) percentage of correct responses and (iii) percentage of error. This latter value was calculated by

dividing the number of targets involving an error by the total number of surface target presented; where an error was

considered as any incorrect weapon fired or any missed target. Data in the full automation condition simply describe system

behaviour. However, percentage of error here does reflect pilot errors in their response to the question concerning the

number of targets correctly destroyed by the automated system. Pilots were asked this question at the end of the trial

employing fully automated target task, so any failure to note incorrect system performance (and there was only one such

occasion) meant that the fully automated condition did not always receive a 100% score on this final measure. These three

different descriptive levels of performance are represented in Figure 3.

Subjective assessments

Data for the SWAT measures of time load, stress level and mental effort were collected at the end of each of the five

sequential trials. Response values, banded workload scores and specific workload scores were calculated for each measure,

for each trial and subjected to analysis, which revealed no significant effects for any measure. Similarly, the POMS

questionnaire scores were collected for the pre- and post-experimental sessions and these data also showed no significant

differences. These results ran counter to the hypothesised pattern. They imply that there is no difference in subjective

workload for the overall task demand since there was no main effect for automated versus manual conditions. They further

show no difference between levels of automation also as hypothesised (and see Scallen and Hancock 2001). As the results

ran counter to the trend of previous findings, they are of particular note and perhaps one possible explanation lies in the

display augmentation to tracking here which may have diminished the level of momentary control demand in the

STARFIRE ensemble as compared to, for example, earlier experiments using the MINSTAR facility (Hancock 2007a).

The postulation that display design itself can mitigate performance variation and modulate experienced workload argues for

Figure 3. Levels of target task performance for the grouped manual trials, the trial employing partial automation of the target task and
the trial employing full automation of the target task. Data indicate only slight differences between the conditions, which are assumed to
be representative of an intrinsic ceiling effect. The data for the full automation condition are largely representative of system performance.
The salient performance measure in this condition is the error metric that reflects pilots’ response to the question ‘How many targets were
correctly destroyed by the system?’ This, however, contains a form of memory demand that the immediate responses of the other two
conditions do not. Despite this potential issue, the present pilots were very accurate in their recall of the number of targets destroyed in the
full automation condition.
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continuing efforts to research the elusive notion of ‘optimal’ design (Hancock 2013; Hancock and Szalma 2003; Vicente

and Rasmussen 1992). A second issue concerns the limited time over which any such workload variations are permitted to

develop here. It may well be that the short exposures curtailed the opportunity to observe developing differences, since there

is an intrinsic problem of memory-based recall in most subjective measures anyway. The null finding may reflect a coding

in memory concern upon which there have been interesting recent developments (see Redelmeier and Kahneman 1996;

Redelmeier, Katz, and Kahneman 2003).

Discussion

The results of this experiment first confirm and then extend previous findings concerning part-task automation (cf. Endsley

and Kaber 1999; Kaber and Endsley 2004; Scallen and Hancock 2001; Zhi-Gang, Macwan, and Wieringa 1998). While the

changes in performance associated with partial versus full automation were not extensive, it should be recognised that in the

present experiment there were only rather limited procedural differences in the responses required of the pilot by the

targeting task. However, prior to discussing the task partitioning effects, it is important to emphasise the general advantage

for the automated versus manual conditions. The present results show that the automation performance advantage is most

evident in the remaining and centrally important tracking task which pilots, not unnaturally, treat as their highest priority. In

both automation conditions, the pilot still retained the responsibility to either fire the correct weapon or to assure that the

system had fired the correct weapon. These residual monitoring duties might have added to the overall load, but as shown by

the tracking error findings and the absence of any change in level of subjective workload, it is clear that automation in its

two respective forms proved beneficial to overall performance. This outcome therefore represents further support for the

general case for the utility of automation as a general design strategy in human–machine systems (Farrell and

Lewandowsky 2000; Hancock and Chignell 1988; Hancock, Chignell, and Loewenthal 1985). There are, however,

limitations to interpretations placed on the present results. First, there were a relatively limited number of pilots, and their

previous experience with advanced automation was individually unequal. In general, pilots with extensive experience of

differing automation configurations are difficult to solicit for voluntary participation and the present pattern of responses

must be considered with this level of pilot familiarity in mind. Further, the efforts to ensure ecologically reasonable

conditions in terms of target frequency resulted here in ceiling effects which may have masked more subtle performance

trends in longer exposures or with higher stimulus presentation frequencies. This issue, however, is a perennial one which

faces all researchers who seek to make their experimental environments as close as possible to real-world conditions. Since

unanticipated targets are, in the real-world, such a rare occurrence, the degrading influence of certain vigilance-related

effects may not have been seen here because of the target frequency employed and the relatively short duration (e.g.

Hancock 2013; although see Nuechterlein, Parasuraman, and Jiang 1983). Since the eventual purpose is to generalise to

real-world operations, this trade-off is one which must be recognised and considered in the application of the present

findings.

In the current experiment, the absolute level of RMSE was uniformly low but again this is not necessarily surprising for

at least three reasons. First, the current display was purposefully created to be of particular assistance in supporting tracking

accuracy. Indeed, as part of this general program of research, a conscious effort was made to improve the standard heads-up

display (HUD) symbology with a highway in the sky augmentation, explicitly to achieve superior performance (see

Figure 1). Second, pilots were given extensive tracking practice prior to engaging in the experimental conditions

themselves. Third, the task of tracking is one with which pilots have much familiarity in relation to their prior professional

experiences. Also, the frequency of automation errors was purposefully low to try to approximate real-world rather than

artificial experimental circumstances. Given this, it is unsurprising that a very stable and low level of error was observed.

This stability, especially across repeated manual trials, thus actually serves to emphasise the importance of the significant

changes which did occur when different forms of automation were engaged. In the differential comparisons across the

respective tracking results, the outcome showed that manual performance was poorer than that with partial automation

which, in its turn, was poorer than that with full automation, a pattern echoed in some previous studies using the NASA

Multi-Attribute Task battery (see Freeman et al. 1999; Prinzel et al. 2003). This pattern of performance initially appears to

argue for full automation as the most effective design strategy. However, in any multi-task situation, using just one single

sub-task performance metric as a basis for a general recommendation can prove highly misleading. In the present situation,

the best monitoring task RTs occurred in the part-automation configuration. The question then becomes one of comparing

how many milliseconds in monitoring task RT offsets what level of RMSE in tracking. This is not an easy trade-off to

establish, especially since the value of this trade is always one that has to relate to actual, real-world performance

constraints.

Due to the necessary design structure of the present experiment, a comparative, inferential analysis could not be

performed on the targeting task results. However, the summed descriptive observations did suggest a trade-off between the
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two forms of automation. Here, percent correct responses were highest in partial automation condition while, in contrast, the

sum of all errors, both incorrect response and missed signals was lowest in the full automation condition. There was also an

apparent absence of a task demand effect on monitoring response. The present, experienced pilots had sufficient spare

capacity so that there were essentially no missed signals or false alarms. The only significant differences that did occur were

seen in momentary response latency. Here, there was an influence for the level of automation such that responses to partially

automated situations were faster than those for full automation. This outcome does provide a degree of support for the

contention of keeping the operator in the control loop where feasible (see also Parasuraman, Mouloua, and Molloy 1996).

However, there is another important aspect of the present results. As improvements are made in the realm of automation and

adaptive automation, the tendency is that the loading placed upon the human operator generally decreases. Indeed, the

purpose of advanced interface design is often to simplify human performance requirements, sometimes to the extent that not

only complacency but actual boredom sets in. When pilots are easily able to accomplish all tasks at a maximum

performance level without disturbance to subjective state or diminishment from perfect performance, it may be that the task

has been oversimplified. Thus an element involved in the search for a nominally ‘optimal’ design must include

opportunities for engagement and exploration (Hancock, Pepe, and Murphy 2005), and not merely the progressive reduction

in task demand.

The absence of effects in measures of subjective response is in contrast with previous findings (e.g. Hancock 2007a,

2007b). They are thus, initially at least, surprising. However, there may well be a straightforward reason for the absence of

effect in the SWAT scores. This explanation lies in the respective length of the specific performance trials. Although the

fully manual condition is evidently more demanding in terms of the required number of motor responses compared to either

of the automation conditions, there was no difference in SWAT scores. However, the duration of each manual trial was only

4min. The scores from these trials show no difference from those in the 6-min trials in either automation condition. The

reason then for this null effect may well lie in the fashion in which subjective load is summed in memory (Hancock 1996).

Since tracking demand drives both forms of trial, it may well be that the extra load in the manual condition is matched by the

summation of load by the two extra minutes of each automation condition. In essence, given these duration differences, and

given that task duration is known to systematically and linearly drive mental workload (Warm, Dember, and Hancock 1996),

the null effect reported may perhaps mask an important difference. The idea that subjective workload is driven by crucial,

discrete events, rather than being only a linear summation of perceived load over the interval of time has begun to be

explored (Moroney, Biers, and Eggemeier 1995; Parasuraman and Hancock 2001; Svensson et al. 1997). This proposition

accords with some recent work in the wider psychological sciences which also show that the phenomenological experience

of pleasurable or painful events is calibrated by certain peak moments and extreme events rather than a summary record of

everything that occurred in a particular interval of time (Redelmeier and Kahneman 1996). More importantly, there may be

little difference in subjective apperception because the pilots were able to easily deal with the conditions which,

nevertheless, prove muchmore demanding for relatively task-naı̈ve individuals (see e.g. Hancock, Scallen, and Duley 1993).

We cannot, of course, divorce the present pattern of results from the physical configuration of the sub-tasks as they

appeared on the presentation screen. As is evident from Figure 1, the central task, and one rated as the most important by

pilots is the need for accurate and continuous tracking. The monitoring task appeared in the upper left and was visually

peripheral to this central tracking location. Finally, the targets themselves appear on the terrain below the aircraft but since

target detection is itself under computer control in both automation conditions, there is little intrinsic difference as to how

the pilot scans the respective displays in these two circumstances. What is impressive is the maintenance of performance

level for this task in the fully manual condition. Here, the scan pattern must certainly include frequent sampling of the

terrain below. One interpretation of the pattern of findings reported can be derived in terms of the respective responsibility

for individual task completion. In the manual condition, pilots must search for, identify and select and fire appropriate

weapons as well as fly the aircraft and monitor its system status. This represents a challenging combination of demands but

all of the sub-tasks are under pilot control. In partial automation, the pilot still has to fly the aircraft but receives help in the

detection and identification phase of the targeting task. In such circumstances, the pilot does not have to spend so much time

in the central locations, where both the tracking and the targeting task are located. Thus, the RT to peripheral monitoring

deviations is enhanced by this freedom from the target search obligation. After all, since the system will detect and identify

targets, the pilot simply has to confirm the veracity of this detection for weapons release and no weapons are fired without

their consent. In the full automation condition, the pilot retains the responsibility to fly but the system may well detect,

identify and fire weapons, even if the pilot’s attention is engaged elsewhere. It is thus the dual responsibility to fly the

aircraft and to monitor the autonomous actions of the system, which forces the pilots to retain their attention in the central

location and therefore results in the relatively higher RTs to the peripheral monitoring events. These findings implicate an

attentional strategy change and variation in display scanning as the level of automation is varied.

The conclusion here is that changing the form of automation results in differing forms of performance trade-off. There is

a macro trade-off with respect to the other tasks in STARFIRE ensemble, i.e. tracking error is traded for monitoring RT.
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However, there is also a micro trade-off within the targeting task itself. The temptation is to draw upon a limited attentional

construct to conclude that automated task partitioning allows for different attentional strategies under the respective task

and interface constraints (Wickens and Carswell 1995). What does emerge is that pilots did monitor the completely

automated display but engaged in a modified strategy compared to both manual and partially automated conditions. The

conclusion of these findings is that even minor changes in the functionality of one component sub-task influences the

performance profile across the whole suite of sub-tasks presented. It is anticipated that this finding will extrapolate across

ever more complex interfaces, adapted automation tasks and real-world operational domains as explored below.

Applications beyond aviation

It might seem initially as though the present results are very much constrained to aviation. However, this is far from the

case. In reality, there is a tremendous range of potential applications for principles of human interaction with automated

systems that have the capacity to change their sub-tasking profile. This is an important domain for the engineer and system

designer since, in reality, there are now many and growing numbers of, and forms of, human-partially-in-the-loop

automated and semi-automated systems. To the present at least, human beings remain intimately involved in most such

systems, especially in their conception, design, fabrication and maintenance phases. At the very least, the product of most

automated systems must eventually be communicated to a human operator in order to facilitate subsequent action.

However, for any system that actually aspires to exclude all human interaction, there remain a vast range of other systems in

which periodic interaction with human operators is the normal mode of operation. In actuality, many everyday technical

systems have evolved towards this hybrid state (Hollnagel 2009). Recent specific exemplars include the remote control of

unmanned aerial and ground vehicles (Taylor 2006), various manufacturing processes (Tolone et al. 1998), advanced

commercial road vehicles (Shladover 1993) and general interaction with a variety of process control systems (Parasuraman,

Sheridan, and Wickens 2000; Rouse 1981; Zachary et al. 1992). The general principles derived from the present

experiment, e.g. the advisability to retain direct human control over the most critical task elements, are relevant to the

conception, creation and operation of all of these forms of hybrid control systems. In respect to specific applications to

industrial and manufacturing environments, there are direct implications for design evolution. For example, the issues of

multi-tasking and task allocation and function reallocation are immediately applicable to all forms of human–robot

interaction (Hancock et al. 2011; Keisel and Hinds 2004). Similarly, the parsing of operator tasks into active momentary

control versus response to periodic system warnings is directly applicable to manufacturing process control (Hancock and

Scallen 1996; Hwang and Salvendy 1988). Although the current specific pattern of results may be highly context-contingent

to aviation displays, nevertheless certain general principles are likely to transcend the specifics of the present interface, for if

they do not what are nomothetic design recommendations worth?

Conclusion

It is important to make clear what is new in the present results. The use of highly motivated, experienced and well-practiced

professionals showed fewer significant changes in response profile under discrete task partitioning than reported previously

in studies using volunteer undergraduates (and for additional discussion see Hancock, Duley, and Scallen 1994). This

perhaps warns that at least some, if not much, of our current body of understanding potentially derives from transient effects

intrinsic to non-professional performers. The present regimen was chosen as a compromise between full ecological validity

and the present need to evaluate performance over multiple events in experimental circumstances. Appropriate caution is

thus needed when extrapolating from the present findings and it is especially important to understand here that the specific

manipulations of automation status in the present work were not particularly pronounced. The essential difference between

partial and full automation was in the final but critical decision to release the weapon. However, even with this relatively

small degree of difference, significant effects on the overall performance profile were observed. This research provides

direction to designers that the general conclusion that automation does influence performance positively is in itself a useful

but insufficient conclusion. This is true because the form which that automation takes also affects how efficiency varies in a

multi-task situation. Complex, multi-part tasks can thus be differentially designed to address such issues in current high-

pressure, high-demand working environments. These results are encouraging for the continuing exploration of forms of task

partitioning that differ from simple spatial or temporal divisions. The search for innovative ways in which candidate tasks

might be partitioned promises to be a very fruitful avenue of future advance. Derived principles apply beyond any one

specific domain from which they have been extracted. Indeed, these findings apply to all forms of hybrid human–computer

control, whether such tasks are embedded in complex vehicle control, human–robot interaction, advanced manufacturing

facilities and/or more general industrial process control.
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