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On the Process of Automation Transition in
Multitask Human—Machine Systems

Peter A. Hancock, Member, IEEE

Abstract—This paper examined the effects of different forms
of automation invocation, the reconfiguration of the task display
when automated, and the influence of the specific modality that
warned of the manual/automation transition on operator perfor-
mance. Thirty-two experienced pilots engaged in a multiple-task
situation consisting of tracking, monitoring, and fuel management
subtasks, representative of typical aviation demands. Automation
of the tracking task could be invoked in four different ways:
1) system-initiated automation (SIA); 2) pilot command by nega-
tion (PCN); 3) pilot command by initiation (PCI); and 4) pilot-
initiated automation (PIA). Pilots were warned of the mode change
between manual and automated controls by either a visual, an au-
ral, or a combined visual and aural cue. The display of the subtask
while in automation was reduced in size and placed either in a cen-
tral or peripheral location. Results indicated that SIA had a dif-
ferential effect on tracking performance as compared to all other
forms of automation invocation. The respective location of the
automated display had it effects in the fuel management subtask,
whereas monitoring capability remained stable across manipu-
lations. A significant three-way interaction between invocation
procedure, display location, and warning meodality illustrated the
selective disadvantage of the visual warning combined with the
central location under the PCI procedure on tracking response.
Measures of subjective response suggested that visual warning
modality was slightly more taxing than either an auditory or a
combined auditory and visual warning. Pilots also experienced
elevated fatigue when the system initiated the automation. These
results confirm that both performance and subjective perception
of multitask demand are greater when the system controls the op-
tion to automate. A qualitative model is presented, which provides
an approach for the integrated assessment of human performance
with adaptive systems.

Index Terms—Adaptive task allocation, automation, dynamic
interface display, multitasking, perceived workload.

I. INTRODUCTION

HE NATURE of automation and its advantages and disad-
vantages with respect to operations of modern complex
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systems continues to be the topic of significant contention
and ongoing debate [1]-[9]. Proponents of automation cite the
progressive increase in information load as their basic rationale
for the implementation of automation. In contrast, critics assert
that automation reduces the status of the human operator to
a mere “monitor” or sporadic “button pusher,” even referring
to operators as system “baby sitters” [10]. Two developments
have the potential to resolve this putative conflict. One is the
penetration of evermore-reliable digital technology, creating
automated systems that have diminishingly low failure rates.
The second is the evolution of systems that are adaptive, in
which the capabilities and limitations of both machine and
human are considered as linked elements in a dynamic sharing
of obligatory task demands [11], [12]. As part of a more general
recognition of the advantage of human-centered design [1],
adaptive systems seek to enact a flexible operational strategy
by implementing control changes dynamically as opposed to
the one-time and static assignment of tasks to either operator
or system. Given the growing reality of this latter evolution,
the primary purpose of this paper was to examine the effect
of different automation invocation procedures on performance
in a realistic aviation-representative multitask environment. In
this context, aviation is a particularly relevant application realm
since it has often been the pioneer arena for a variety of
innovative human—machine developments, including adaptive
automation [13], [14].

Adaptive function allocation in complex systems seeks to
achieve a major goal of advanced automation, that being the
regulation of operator workload. However, adaptive function
allocation as a design strategy does not identify exactly how
the shift from operator to system control should occur. There
are many ways through which such adaptive allocation im-
plementation could take place. For example, the system could
initiate automation based on the fracture of some preagreed
performance threshold. Such a threshold might be a reflection
of aircraft performance or some psychophysiological trigger,
which indicated an incipient pilot overload state. Conversely,
the pilots themselves could choose to change to an automated
mode as they perceived themselves to be reaching demand
saturation. The latter approach would be contingent largely on
personal subjective assessment rather than on objective system
state [15]. Thus, there is a wide spectrum of possible methods to
choose from for the automation trigger, and indeed, several of
these candidates have already begun to be examined [16]-[18].

In adaptive automation, one might select from among these
various invocation triggering mechanisms. However, where
does the ultimate authority for invoking automation lie? This
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question has been addressed theoretically by several commen-
tators under the title of control/management [19] and control
logic [20]. Sheridan [21], for example, conceptualized this
general authority structure under “levels of automation” and
identified ten divisions on a continuum from 100% automated
control to 100% manual control. Sheridan’s division refers to
specific operational configurations. However, for the present
purposes, his levels of control can also be conceived as the locus
of authority for the invocation of automation. At Sheridan’s
now derived level 1, the operator is solely responsible for the
change from manual control to automated control. This process
would involve both the assessment of self-performance and the
subsequent execution of the automation invocation procedure

itself. At the other end of the continuum, the system would be

solely responsible for the execution of the change in control
authority depending on a transition across some preset thresh-
old. This paper exarhines various forms of these invocation
procedures, some of which are close to the respective extremes
as previously described. However, it also examines additional
procedures in which the system proceeds with automation
except under the negative command of the pilot and another
condition in which the automation warns the pilot of the current
poor level of performance but takes no explicit action beyond
this, relying on the pilot to make the decision on change of
control authority. Variations of each of these procedures have
been recommended as possible invocation strategies in aviation
as well as in other complex systems [22]-[24]. At the time that
the present experiment was conducted [25], it represented one
of the first empirical examinations of this range of possible
strategies that have subsequently been evaluated in a number
of more recent research studies [26]-[29].

While the primary purpose of the present investigation was
to determine how these differing degrees of automation in-
vocation authority influenced performance, there were two
additional purposes. The first of these was to evaluate the
ways in which the pilot could be warned of the change that
had been made in control status. Thus, the present experiment
embedded a comparison of a visual versus an auditory versus
a combined visual and auditory warning to indicate automation
status change. These warnings represented formats that have
been used frequently in electronic cockpits. Second, an explicit
effort was made to evaluate the veracity of a previous finding
concerning the independent effects of reducing the size and/or
relocating the display of the component subtask after automa-
tion had occurred [26] and to see how such different interface
changes affected performance on the remaining subtasks. This
previous finding had suggested that placing the reduced size
display of the automated task in a central location had actually
been less effective than placing it in a peripheral location,
which is a result that appeared to be counter to the functional
proximity model for display arrangement [27].. The present
procedure provided an opportunity to test the reliability of that
finding with a much expanded sample of experienced pilots
in association with the new set of invocation procedures. It
was hypothesized that, first, SIA would prove more effective
but more stressful than all other conditions, whereas perfor-
mance with the recommended automation procedures would
prove more effective than performance under the discretionary

invocation procedure. Second, the multimodal warning would
prove the most effective, which is an assertion that is based on
the notion of sensory cue redundancy. Third, it was expected
that workload would vary according to the competition for
resources that are expressed by the various warning modality
combinations, such that those involving visual warnings either
singly or in combination would prove more demanding than au-
ditory warnings alone. Finally, it was anticipated that peripheral
relocation of the automated display would prove more effective
than central relocation, which is founded on the outcome of a
prior experimental evaluation [26].

II. EXPERIMENTAL METHOD
A. Experimental Participants

To evaluate these respective propositions, 32 experiénced
pilots (30 males and 2 females) were recruited from the general
area through local advertising. The majority of the commer-
cial pilots were recruited from the professional participants
who were undergoing advanced training at the Northwest Air
Training Company, which was located in the local area. Pilot
experience ranged from General Aviation with 100 h flying
time under Visual Flight Rules (VFR) to Commercial Aviation
with 16 000 h including professional flight time under Instru-
ment Flight Rules (see Table I). The majority of the pilots
flew under Part 135 of the Federal Aviation Regulations. The
pilots, whose mean age was 32.5 years, were divided into four
separate groups of eight each for the between-participant factor
of automation invocation procedure. Groups were generally
balanced according to their flying experience, specifically ac-
counting for the number of hours in General Aviation versus
Commercial and Corporate Aviation. Experience itself was not
directly considered as a factor in the present experiment since
there was no way to account for the nature of such experience
on the present multitask environment beyond the notation of the
number of hours flown, the specific aircraft flown, and the flight
qualification status.

B. Experimental Tasks

1) MINSTAR Test Facility: The MINSTAR multitask envi-
ronment served as the experimental platform for the present
experiment. This middle-level fidelity flight-task simulation
facility has been previously described in detail elsewhere
[25], [30]. Briefly, MINSTAR presents a multitask display
in which 2-D compensatory tracking, fuel management, and
display monitoring are presented as individual component
subtasks. These subtasks can be performed individually, in
combination with each of the others, or under varying modes
of automation as required by the experimental procedure. A
schematic of the MINSTAR test facility is shown in Fig. 1.

2) Tracking Subtask: The goal for the participant in the
tracking subtask was to engage in corrective movements via the
flight stick to bring the moving cursor (shown as the cross on
the right screen in Fig. 1) in alignment with a fixed target at the
center of the display. The difficulty of the task was manipulated
by modifying the amplitude and frequency of the sine waves,
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TABLE 1 Monitoring
PILOT EXPERIENCE BY INVOCATION GROUPING R;zgg::e Left Monitor Center Monitor
| o Totl . ]
Subject | Age Civil Ratings Flight Aircraft Experience
Hours D D
SYSTEM INITIATED AUTOMATION
1 42 Com, SEL, IFR 300 Cherokee 140, 180 D D +
3 45 SEL, MEL, IFR 500 T-2A3B, TA45
10 22 MEL, IFR 190 Cessna 152, 172, PA180 D D
11 47 SEL, IFR 240 Cessna 172, 182, Piper D D
= = & = - Tracking in Manual Control Mode
18 42 ATP 550 DC-9/MD80, DC-10, C-13, C-9
19 22 VFR 120 Cessna 172 ] . Flight Stick and Trigger
21 28 ATP, CFIl, MEI 4000+ | DC-6, SF-340, BA€3100 it Mecegbi RespanE Bufihs
PILOT COMMAND BY NEGATION
2 26 ATP 5000 | F-27, DH-8
5 0 SEL, ME, ATP 4500 | Com a/c & aerobatic Fig. 1. Overall MINSTAR task configuration. On the right CRT is the 2-D
9 40 ATP, CFIl 16000 | B727, DC-9, SW+4 tracking task that is controlled by the flight stick, with the automation button
13 23 ME, SE, IFR 800 King Air 200, Navajo shown on top. On the left CRT is the fuel management task, which is shown at
I N = -3 o
15 30 Com, SEL 416 Cessna 150, 180 latter two tasks are directly mapped to each display component. Adjacent to
24 21 IFR 200 5 the fuel management display and under the monitoring display is the workload
= o Com TR = Pipor Cadel, Piper Amow assessment (SWAT) window,‘ wl}ich is shown_ herg in operation mode. SWAT
responses were requested periodically, as detailed in the text.
PILOT COMMAND BY INITIATION
% = ik 12e00 | BO0a1NG, -S40 error measures. The first form of measurement, which reflected
5 = el 26 | |Gessne1f0, 190, Bt 19 central tendency, was constant error. This was calculated as the
d i &, Yanme | o0l BPRE, OB KETO participant’s mean deviation from the target value of 2500 gal
8 X ComFRME Ci | 8350 | |=30 hoars in each of the far left and far right tanks. The second measure,
- ‘e RIRLSE ME il e which reflects response stability, was variable error (VE). This
;; ::’ :;D\;’:" ME] ?zzo :::n:’?; = was calculated as the standard deviation of each partic.ip.ant’s
= = S - — 152‘ = response. VE does not depend_ on wh.e:ther.01f. not the participant
. was close to the target level itself since it is calculated about
-~ - CFIP'LOT Ll o:;;UTOMZ::“ the. participant’s own mean and therefore provides a measure
= = s e of dispersion around the self-generated measure of central
= = ey =T Fendency. In a genf?ral sense, the. fuel manggement task was
= = AT e itself one thgt required a gen'erah.zed trgckmg-type response.
= = = = T e However, this fgrm of tracking is contmgept on much less
= - AT TR e 40'1 N frequent and individually discrete responses in terms of pump
—_ ‘ — activations, as compared to the continuous input of the central
31 37 ATP 5900 $§71,0T'3887,3K7é? :252,7%973,2%8, tracking task. In terms of a timeline of performance over each
Kezes respective 5-min trial, the tracking subtask and the fuel manage-
82 28 Com, CF1I, ME| 1900 | BESS, BESS, PA44, PAS4 ment subtask were continuously present (except when tracking

which control the position and velocity of the moving cursor
[26]. The specific characteristics that drove the present tracking
task have been described in detail previously [31] and represent
the medium level of demand that was detailed in that work.
Performance was measured by a root-mean-square (rms) error
score that was taken each second of the 5 min of each respective
trial’s duration.

3) Fuel Management Subtask: The goal in the fuel man-
agement subtask was to manually control the on/off status
of the respective fuel pumps to maintain a target level of
2500 gal in the two outer tanks (shown at the bottom right of
the left display screen in Fig. 1). Difficulty in this subtask was
manipulated by initiating failures in the fuel pumps that were
positioned between tanks. Performance on the fuel management
subtask was assessed using two derived but complementary

automation was initiated). However, the following monitor-
ing subtask presented only periodic deviations from normal
status, and the timeline of monitoring events is described
in Section II-B4.

4) Monitoring Subtask: The goal in the last of the three
subtasks was to monitor the collective display of lights and
gauges, as shown in Fig. 1, and to press the appropriate buttons
to reset them whenever they deviated from their normal state.
The frequency of these respective deviations, of which there
were a grand total of 23 per 5-min trial, was under experimental
control via a predetermined programmed script. The lights
component of the monitoring subtask had two green lights
that were normally on, two red lights that were normally off,
and a yellow light that was also normally off. When any of
these lights changed status, the participant had to press the
appropriate function key to restore the light to its normal
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condition. The second element of the monitoring subtask re-
quired attention to four graduated gauges. The participant was
required to monitor each gauge for deviations above criterion
yellow (first hash mark) or red (second hash mark) levels.
Participants were instructed to interpret deviations above the
yellow hash mark as a warning. However, when the indicator
rose above the red hash mark, participants were required to
press the appropriate key to reset the indicator as quickly as
possible. These respective monitoring displays approximate
those seen in modern-day fly-by-wire aircraft. In each condi-
tion, there were three deviations of the red and three deviations
of the green lights, as well as four deviations of the yellow
light. In respect of the gauges, there were five deviations of
the gauge when the warning reached yellow level and eight

deviations where the gauge reached the red level. As noted, the -

combination of these various deviations gave a grand total of
23 script-driven deviations, which were randomly distributed
across each condition. However, such scripts were consistent
across participants; thus, each individual saw the same respec-
tive signals in their same temporal location. The timeline of
these deviations distributed them roughly equally across the
5-min trial duration. Performance on the overall monitoring
subtask was quantified in terms of response time (in seconds) to
each light or gauge deviation and the number of missed signals
and false alarms made in each condition.

5) Profile of Mood States (POMS) Questionnaire: Since
invocation procedures can be triggered by both objective perfor-
mance level and pilot subjective workload state, it is-important
to understand each of these types of response. Thus, two
reflections of subjective response were recorded in addition to
the objective measures of response capacity. Mood state has
been found to be a predictor of change in performance capacity
[32]. Thus, the POMS [33] questionnaire was administered in
its standard version. The POMS asks respondents to rate each
of 65 items in terms of how well those items describe his/her
feelings “during the past week including today.” While the
standard instructions were appropriate for pretrial assessment,
the time frame that was specified in the instructions was in-
appropriate for the posttrial assessments, which were aimed at

evaluating immediate mood state. The POMS has previously .

been adapted so-that respondents report their mood state “right
now.” Therefore, these modified instructions were used in the
posttrial sessions of the present experiment. The 65 items of
the POMS were scored to make up scales measuring six identi-
fiable moods or affective states, namely: 1) Tension—Anxiety;
2) Depression-Dejection; 3) Anger-Hostility; 4) Vigor—
Activity; 5) Fatigue—Inertia; and 6) Confusion-Bewilderment.
Tt is the scores on these respective scales that are reported here.
It ‘was anticipated that the lack of control over automation, as
evident in the SIA condition, would be reflected in elevated
scores on component elements of the overall POMS scale.

6) Subjective Workload Assessment Technique (SWAT): The
second form of subjective assessment that was used in the
present experiment was the SWAT [34], [35]. This reflection of
subjective response was particularly appropriate to assess the
reaction to the pilot-initiated invocation procedure, which is the
most common current form of adaptive automation interaction
mode. The standard SWAT procedure was modified here so

that at the 4:45 mark of each 5-min trial, a visual display
of the SWAT scale was posted on the left cathode ray tube
(CRT), as shown in Fig. 1. At that time, the experimenter then
asked the pilot to respond to the following three questions in
reference to the current trial: 1) What is your time load—Do
you have much spare time, some spare time, or little spare time?
2) What is your stress level—low, medium, or high? 3) What is
your mental effort—low, medium, or high? The experimenter
recorded the numerical responses (1, 2, or 3 for low, medium,
and high levels, respectively) for each of the three questions
for each participant in each trial. It was these responses that
were entered into subsequent analysis. Since the SIA condition
is the one in which the decision control is removed from
the pilot and since such absence of control is know to be a
critical factor in stress elevation, it was expected that the SIA
condition would result in higher levels of workload as reflected
in the SWAT scores. It was further anticipated that as the
level of pilot control over automation increased, the associated
level of workload, as reflected in the SWAT scores, would
be reduced.

C. Experimental Manipulations

In the present experiment, the automation invocation proce-
dure was the between-participant factor. A between-participant
design was used to avoid the potentiality for negative trans-
fer between conditions that may be anticipated if automation
invocation had been a within-participant factor. However, all
participants experienced each of the modality configurations
that warned of automation invocation, namely an auditory
warning on its own, a visual warning on its own, and a mul-
timodal combined visual and auditory warning. Each of these
respective warning signals occurred at exactly the same time as
the automation commenced. As well as these manipulations, all
participants experienced the two different locations of the auto-
mated tracking display, which thus represented the second and
final within-participant factors. When automated, the tracking
display was always reduced in size. However, as well as this
size reduction, which explicitly indicated automation status,
the size-reduced display could appear in one of two different
locations. Either it appeared in the center of the screen, or it
was placed in the lower right-hand corner of the respective CRT.
The overall experimental design was therefore a mixed one with
both within-participant (warning modality and automated dis-
play location) and between-participant (automation invocation
procedure) factors.

1) Automation Invocation Procedures: The four methods
for the invocation of automation for the tracking subtask were:
1) SIA; 2) pilot command by negation (PCN); 3) pilot command
by initiation (PCI); and 4) pilot-initiated automation (PIA). The

‘procedure for each method is described later in the text. With

the exception of the PIA condition, all other invocation methods
used a constant rms error performance criterion to initiate the
processes of tracking automation.

SIA: In each instance that the pilot did not maintain an
rms error of 70 units or less for a period of 250 ms, the system
automated the tracking subtask. The duration of the automation
was 15 s, after which manual control was returned to the pilot.
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The rms values for automation onset in terms of both the
70-unit level and timing in terms of the 250-ms duration, as
well as the absolute duration of that epoch of automation. i.e.,
15 s, were each derived from previous experimentation [36],
which had shown them to be appropriate values. However, it
is important to emphasize that both the spatial criterion for
error and the length of automation duration in the present
experiment were empirically derived thresholds. While it is
likely that these thresholds will vary according to the specific
operational system in question and it may well be that different
operators will themselves choose different values according
to their preference, there is presently a significant research
opportunity to show how such thresholds could be derived
from modeling, simulation, or theory. This paper retains the
empirically driven strategy and ensures that the threshold is
constant across the different invocation procedures.

PCN: In each instance that the pilot did not maintain an
rms error of 70 units or less for a period of 250 ms, the system
warned the pilot that automation was to be initiated unless the
pilot specified that it did not occur. The pilot could allow the
system to automate or negate the occurrence of automation by
pushing the appropriate button within 5 s. If the pilot wished
to negate the automation, he/she should first bring the cursor
within the rms error threshold before actuating the response
button marked with “NA.” If automation occurred, the duration
was for 15 s, after which manual control was again returned to
the pilot.

" PCI: In each instance that the pilot did not maintain an
rms error of 70 units or less for a period of 250 ms, the system
recommended that the pilot automate the tracking subtask. The
pilot could choose to accept this recommendation by pulling the
trigger on the flight stick. If the pilot ignored the recommenda-
tion but continued to perform “poorly” and beyond the rms error
threshold, the system continued to recommend automation until
tracking returned to within the 70-unit rms error limit. The pilot
also had the option of choosing when to exit automation, which
was accomplished again via the trigger on the flight stick.

PIA: In this condition, there was no imposed threshold for
performance, and the pilot could choose to automate whenever
he/she wished. However, in initial instructions to the pilot be-
fore each trial, it was recommended that he/she use automation
whenever they felt that their performance was deteriorating on
the three subtasks, i.e., when 2500 was not consistently being
achieved on the fuel management, they were not responding
quickly and accurately to monitoring deviations, and tracking
performance was not constantly maintaining the cursor near
to the central cross-hair target. The pilot’s response to this
recommendation was evaluated in a postperformance debrief-
ing survey. In general, these differing forms of invocation
procedure can be located on a continuum of operator control
that is analogous to that represented for operational status in
Sheridan’s ten levels of automation [21] and Billings and
Woods [19] control/management spectrum (see Fig. 2).

2) Warning Modalities: The first within-participant factor
was the warning modality, which was used to indicate the
change in automation status. These warnings were composed
of either a visual, an auditory, or a combined multimodal visual
and auditory warning. Each of these forms of warning was

Pilot Invoked
PIA

System Recommended
PCI

Command by Negation
PCN

System Invoked
SIA

Low High

Degree of Operator Control in the Invocation of Automation

Fig. 2. Level of automation on the vertical axis from high to low versus the
degree of operator control. Individual invocation techniques are fitted within
this operational space.

crossed completely with the automated tracking display relo-
cation. The auditory warning consisted of a single computer-
generated “beep” when automation was invoked. A double
“beep” signified that automation had been turned off. The
comparable visual warning consisted of a message below the
tracking display that indicated “automation on” in the SIA
condition, “automation imminent unless negated” in the PCN
condition, or “automation recommended” in the PCI condition.
When automation occurred, the message read “automation on”
for all procedures. When manual control was returned to the
pilot, the message then read “automation off” in all methods.
In the multimodal condition, these respective warnings were
combined. On the basis of cue redundancy, it was anticipated
that the combined cue condition would prove to be the most
effective. Furthermore, on the basis of attentional distribution,
it was expected that the aural cue would prove the next most
effective and, on the principle of visual—visual competition,
demand that the visual cue would be the least effective of the
three conditions that were tested.

3) Display Relocation: When the tracking subtask was
changed in status to automated control, the tracking display
changed in one of two ways. Either the display could shrink
but remain in the same central location, or the display would
shrink and be relocated at the lower right of the display screen
in a peripheral location [31]. This manipulation was done to ex-
amine the effect of a single indicator of automation status (i.e.,
a shrunken display size) versus two indicators of automation
status (i.e., a shrunken and relocated display) on performance.
As a within-participant factor, each individual experienced each
of these changes in the course of testing.

D. Experimental Procedure

Each participant read and signed the required voluntary
consent form for participation. A baseline POMS question-
naire was then administered. Following the completion of this
questionnaire and familiarization with the SWAT technique,
each pilot was given instruction as to the nature of the three
individual subtasks. Practice sessions were then provided for
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each of the three subtasks individually, as well as an additional
practice session on the overall multitask environment until each
individual pilot felt comfortable with his/her level of mastery.
While there may have been a degree of learning specific to this
experimental environment, the stratified random distribution
of experimental participants was used to balance such effects
across conditions. All relevant experimental conditions were
then explained to each participant with instructions for and
explicit demonstrations of all three forms of warning as to
automation status change as well as demonstrations of each
of the automated display locations. Following this instruction,
practice again was provided. Each pilot then completed six
5_min trials. At the 4 : 45 mark of each trial, the pilot was asked
to provide his/her SWAT response. Following the completion
of all experimental trials, the participant was asked again to
complete the POMS questionnaire. Finally, the pilot completed
a postperformance questionnaire pertaining to his/her flight
experience and his/her reactions to the experiment, the testing
facility, with an added opportunity for open-ended comments.
This paper focused explicitly on automation of the tracking
subtask only for two specific reasons. First, previous work [26]
demonstrated that the pilots ubiquitously treated the tracking
as the subtask of primary importance, and second, automating
the tracking was expected to achieve a major goal of automated
systems in general, i.e., a reduction in operator workload.

[II. EXPERIMENTAL RESULTS

The performance results for the effect of invocation proce-
dure partially confirmed the initial hypothesis. The only per-
formance effects of the between-participant invocation variable
were evident exclusively in response on the tracking subtask.
In contrast, the only performance effects for either of the
within-participant variables, either warning modality or display
relocation effects, were seen in the fuel management subtask
response. Results also indicated that performance on the moni-
toring subtask remained essentially stable under manipulations
of each of the independent variables. These effects are first

considered separately. In each case, data were analyzed using .

a repeated-measures analysis of variance (ANOVA). When the
ANOVA results proved to pass the preset level (p < 0.05)
for the test of significance, the Tukey pairwise comparison
procedure was employed to differentiate specific effects.

A. Overall Tracking Error

The first measure that was considered was the total rms
tracking error in each of the respective automation invocation
conditions. Thus, rms error for the manual control portion
of such tracking performance was calculated for each par-
ticipant. Results of the repeated-measures ANOVA on these
data revealed a main effect for automation invocation pro-
cedure (F[3,28] = 10.813, p= 0.0001). Post hoc evaluation
revealed a significant difference between the STA and all other
procedures, and this pattern is illustrated graphically in Fig. 3.
Such an outcome is closely related to the overall time spent in
automation, as subsequently indicated.

RMS Error
v B 8 & B8

o T T
SIA PCN pCL PIA

invocation Procedure

Fig. 3. Tracking rms error by the invocation procedure.

60
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5 45
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]
g 40 [
£ a5 il Audio-Central
e Audio-Peripheral
30 == Visual-Central
y e Visual-Peripheral
25 |- © - Multi-Central
|- @ - Multi-Peripheral

SIA PCN PCI PIA
Invocation Procedure

Fig. 4. Invocation procedure by automated display location and warning
modality interaction effect. Note that the one exceptional point is the visual/
central combination in the PCI condition.

There were no main effects or two-way interactions involving
warning format or display location on tracking rms error. How-
ever, there was a significant three-way interaction (F[6,56] =
2.462, p = 0.0348), and as shown in Fig. 4, the one obvious
exceptional condition was the PCI procedure when the warning
was presented visually with the automated display that was
placed in the central location. In this display condition, error
was elevated as compared to all of the peer combinations that
were experienced under the PCI invocation procedure. Such
an interaction supersedes the main effects that are associated
with this particular manipulation. This pattern accords with
that which has been found by others concerning manipula-
tions of adaptive automation [37] and is discussed further
in Section III-B.

B. Time to First Automation

One of the facets of tracking response that can be eas-
ily assessed is the time that it takes for the first episode
of automation to occur. To measure this value, each indi-
vidual trial was examined, and the time to first automation
(in seconds) was recorded. This measure was conceived as
an uncontaminated reflection of the between-group invocation
procedure effect since the within-subject manipulations (i.e.,
the warning modality differences and the automated display
location differences) were not presented until after any episode
of automation began. Data for each trial were entered into an
ANOVA with no within-subject factors because of the contin-
gency that was noted. Analysis here indicated a significant ef-
fect for invocation procedure (F'[3,181] = 6.502,p = 0.0003),
and Tukey’s procedure distinguished that the SIA group was
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Fig. 6. Time spent in manual tracking control mode parsed by the automation
invocation procedure that was employed.

significantly different from all other groups. As shown in Fig. 5,
these latter three groups did not differ significantly between
themselves.

C. Time Spent in Automation

As the procedures for tracking automation were manipulated
as a between-participant variable, the different groups spent a
different total time in manual control. The interval spent in
manual control was calculated for each trial, and these data
were entered into a repeated-measures ANOVA. This analysis
also revealed a main effect for invocation procedure (¥ (3,28] =
3.364, p = 0.0326). Post hoc tests showed a significant dif-
ference between the SIA and PCN groups. Pilots in the SIA
group spent significantly less time in the manual tracking mode
than the PCN group. The mean time spent in tracking manual
control for each automation invocation procedure is shown in
Fig. 6. These data cannot be attributed to individual differences
in tracking skill across the groups [31]. This possibility was
tested by first standardizing the rms error according to the
actual time that each pilot spent in manual control. This process
yielded a measure of manual tracking performance per unit of
time for each trial. These standardized data were then subjected
to a repeated-measures ANOVA, which revealed no significant
group effects. We can thus conclude that the significant track-
ing effects were not due to the inherent differences between
individuals but were due to the different invocation procedures
that were employed.

These findings can be interpreted in a number of different
ways. Since intrinsic skill difference across the groups does

not appear to be responsible, it is some facet of the invocation
procedure that appears to be critical. Such results could be
interpreted in terms of a simple timing model in which the
automation of the SIA condition differs from the others in terms
of the immediacy of its onset, i.., the automated system was
turned on immediately when thethreshold was crossed and
thus involved no human response activation lag time. However,
this pattern of results may be interpreted also in terms of
pilot preferences. For example, there is no barrier to the pilot
in the PIA condition immediately turning on automation and
sustaining it there throughout the whole trial. Evaluation of
the current pattern implicates the timing effect and argues that
any performance threshold value for control transfer must be
most carefully set. Interpretation of these invocation effects has
also to be considered in light of the subjective response of the
pilots involved, and this overall portraiture is discussed in the
following section.

D. Fuel Management Effects

The effects for warning modality and display location were
assessed, and the only significant main effect occurred for auto-
mated display location on fuel management error. The repeated-
measures ANOVA revealed a main effect on constant error
for the automated tracking display location (F'[1,28] = 5.001,
p = 0.0335), in which the fuel error for the automated tracking
display in the central location exceeded the fuel error when the
automated tracking display was in the peripheral location (i.e.,
48 versus 10 gal, respectively). In addition, there was a com-
panion main effect for the variability in fuel management €1ror,
again for the change in automated tracking display location
(F[1,28] = 5.788, p = 0.023). On this occasion, however, the
variable error in the central display location was significantly
lower than the variable error in the peripheral location (i.e.,
94 versus 106 gal, respectively). Thus, participants were closer
to the target value on average when the display was shown
peripherally, but at the same time, they were significantly
more variable in their response as compared to the central
display location. No other performance effects for either of
the within-participant factors reached the threshold level of
significance.

E. Signal Monitoring Effects

The response times (in seconds) were obtained for each mon-
itoring deviation, and mean response times were then calculated
for each of the experimental conditions. These times were
entered into a repeated-measures ANOVA. Results revealed no
significant interactions or main effects whatsoever. Similarly,
the number of missed monitoring deviations and false responses
were recorded and entered in a repeated-measures ANOVA.
This analysis also showed no significant interactions Or main
effects.

E Subjective Measures

Subjective measures of affective demand were collected via
the POMS questionnaire and SWAT procedure. In terms of
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SWAT results, the only significant result was that for “time”
load, which revealed a main effect for the within-participant
variable of warning modality (F[2, 56] = 3.924, p = 0.0254).
Post hoc evaluation using Tukey’s procedure revealed that the
visual warning modality resulted in a significantly higher time
load than the multimodal warning, whereas the auditory warn-
ing exhibited no difference from either of these time load val-
ues. Scores from the pretrial and posttrial POMS questionnaires
were recorded for the six scales. A seventh score, reflecting the
total mood disturbance, was also obtained by summation across
all scales (where the Vigor scale was scored negatively). Pretrial
and posttrial scores for the seven scales were analyzed using a
repeated-measures ANOVA, and results indicated one signifi-
cant interaction and three main effects. First, there were sig-
nificant effects for the Anger (¢[28] = 13.561, p < 0.0001) and
the Depression (¢[28] = 7.913, p < 0.0001) subscales, each of
which declined across the experimental session. The POMS
also showed a significant main effect for invocation procedure
(F|3,28] = 3.033, p = 0.0457), which showed a progressive
increase in fatigue as the degree of system control increased,
and this trend is illustrated in Fig. 7. Since the SWAT values
did not vary with invocation procedure, the degree of change of
fatigue state is most probably related to the issue of personal
situational control or, more generally, the idea of autonomy
[38]. This propensity to increase affective levels of fatigue when
automation status is under the control of the machine is a further
evidence of the importance of user-centered control and user-
centered design in the creation of adaptive automation. Finally,
there was a significant test session by invocation procedure
interaction (F[3,28] =3.04, p= 0.0454), in which the level
of fatigue increased across sessions for the system-initiated
invocation, whereas fatigue declined for all other forms of
automation invocation, and this pattern of results is shown
in Fig. 8.

G. Questionnaire Results

At the end of the experiment, pilots responded to a debrief
questionnaire, which posed a number of queries about the
test'mg procedure and also provided the opportunity to express
any open-ended comments [39]. Not all participants chose to
provide such comments. One specific question concerned the
choice of preferred form of tracking automation display. In
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Fig. 8. Preevaluation versus postevaluation of the POMS Fatigue responses

showing the evident increase with the SIA as compared to all other invocation
procedures.

respect of this, an equal number of pilots chose the change
in display size as compared with the change in display size
with a change in its location. One pilot expressed a preference
for neither a change in display size nor a change in location,
whereas another commented that the change in automated
subtask display to the peripheral location could “decrease sit-
uation awareness and hamper scan habits.” This specific pilot
was highly experienced in “glass-cockpit” aircraft operations
having more than 4000 h in aircraft such as the SAAB 340 and
the Jetstream. In respect of issue of display proximity, this pilot
makes an important point, and future experimentation needs
to address systematically the issue of proximity in respect to
automated displays. Such proximity and compatibility tests can
be guided by the postulations of Wickens and Carswell [40]
on general display configuration. Most pilots preferred the mul-
timodal warning method, which combined the visual message
with the auditory warnings. However, one private (VFR-rated)
pilot commented that it would have been useful to have had
discretionary control over the activation of the warning mode,
i.e., to choose the preferred warning mode by varying phase of
flight.

Pilots were also asked if they prioritized the three subtasks
and, if so, in what order. The overwhelming majority identi-
fied the tracking subtask as of primary importance followed
by the fuel management and systems monitoring as of equal
but secondary priority. Pilots were also asked: “Did tracking
automation alter your workload?” They could respond on a
scale of 1 (decreased) to 7 (increased), with the response of
“no change” corresponding to 4 on the scale. Most pilots
indicated that automation decreased his/her workload, with the
predominant number of responses in the range of 1-2. The
following open-ended comments Were also made with respect

" to the question of workload by the more experienced pilots

[his/her flying experience is described briefly in the brackets]:

[16000 h, B727, DC9] «. . .automation allowed me to concen-
trate more on fuel and warning light monitoring.”

[4500 h] *.. learned to rely on George (the pilot’s term for the
autopilot)—blew off hand-flying when aircraft (tracking
system) became unstable.”

[12000 h, BD3100, SF340] “...as the exercise went forward,
the tracking became so iniense that it was impossible to
keep the cursor centered. Automation had to be used.”
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IV. DISCUSSION OF RESULTS

If adaptive task allocation and reallocation is posited as one
vital form of solution to the problems of interaction with com-
plex automated systems, a critical question must concern how
the transition of control between manual status and the various
conditions of automation is to be accomplished. Furthermore,
it is not simply a question of who initiates this transition, but
how that transition event is to be communicated to the human
operator, during both the actual process of transfer itself and
for the duration of the time when the automation is active. The
present investigation is part of a program of research [26], [36],
[41], [42] that systematically examined the effects of different
invocation procedures, the way in which the warning as to
state transition was communicated, and the effect that altered
display representation of automation had on pilot’s response
on a representative real-world task. In this context, it is crucial
to use individuals with significant professional expertise since
task naive individuals exhibit a radically different pattern of
response [42].

The principal effects for invocation procedure in this experi-
ment were seen in the results for rms error in the tracking task.
Given the primacy that pilots attribute to this task, this effect
for the major independent variable is not unexpected. The first
outcome of note is the time to the first episode of automation.
Here, we can see a strong effect for SIA invocation. Given
the absolute difference in time to first automation, this effect
cannot simply be due to the inherent lag in automation onset
in the recommended conditions (i.e., PCN and PCI). Unlike
the results for the summed level of rms error, the difference
here is not averaged across the whole trial but represents one
unique time for each respective condition. The difference that
was exhibited well exceeds any lag in operator response time.
Neither can this lag be the causal difference from the PIA
condition since, in the latter condition, pilots were free to begin
automation whenever they wished. This result, however, tells
us that setting the “threshold” for automation takeover is a
fundamental design issue. With respect to this time to first
automation, the difference that was noted between the SIA
condition and all other conditions may well be an expected one.
After all, the purpose of having a system-initiated condition
is to emphasize the accuracy and precision with which such
a configuration can be engineered. However, what is also of
interest is the lack of any significant difference between each of
the other conditions. This implies that regardless of the different
form of invocation procedure, the collective response of the
pilots in each of these groups provided very similar times at
which automation was first invoked. One possible conclusion
here is that the subjective apperception of when automation
should be initiated is driven by a common mechanism across
the groups in which pilots had a degree of control, and this
includes the PCN. Again, this emphasizes the important differ-
ence between a machine-driven architecture and an operator-
driven architecture as to when automation is necessary.

Although the time to the first automation event has an effect
on total time spent in manual control, the overall pattern of
response is not the same for the two measures. The SIA and
PCI conditions exhibit the lowest value of overall rms error and
also the lowest time in manual control. Descriptively, the PCN

condition shows the longest time to the first automation episode
as well as a slightly higher overall time in manual control.
Nevertheless, PCN shows slightly lower overall rms error than
the PIA condition. While each of these respective differences
individually did not reach the preset level of acceptable signif-
icance, in an experiment of the present sort, and particularly in
combination, they represent the most interesting trends, which
indicate a need for further exploration in relation to the choice
of invocation procedure.

In terms of the overall tracking error, the ordering of con-
ditions shows evidently that the SIA condition produced the
lowest error, each of the recommendation conditions (i.e., PCI
and PCN) produced the next lowest level of error, whereas
the PIA condition produced the highest level of error. As
previously noted, this pattern of findings is not due to an
inherent difference in tracking skill level between the respective
groups. An explicit test of this proposition using a measure of
error per unit time in manual control excludes this possibility.
The tracking results are thus a direct result of differences in
invocation procedure, which led to differential intervals in the
automated state. Although the SIA condition showed the best
level of performance, this superiority was not directly evident in
the performance levels of the other associated tasks. This could
be due to the higher level of fatigue and workload associated
with this condition and would represent a trade of effort for
performance. This pattern represents a direct association of
performance level and subjective workload response but an
evident insensitivity between primary task performance and
subsidiary task performance, given that pilots identified the
tracking as of the greatest priority [43].

There was one single interaction that involved invocation
procedure with the warning modality and display location.
This interaction was directly due to the elevated error rate of
the visual warning with the automated display at the central
location for the pilot command by initiation procedure. This
one exception is considered in a later discussion of overall
performance. Given the general pattern of findings for tracking,
the first experimental hypothesis, i.e., that performance would
be differentiated by invocation procedure, is supported here.
A subsidiary aspect of this hypothesis, i.e., that SIA would
prove significantly different from all other forms of automation
initiation, also received support. However, another corollary
that the recommended automation invocation would differ from
discretionary invocation of automation was not supported. The
idea that retaining at least some degree of overall pilot control
would be superior to the system-invoked automation was not
consistent with the present tracking findings. Although as was
evident in the data for the subjective response, gains in tracking
performance level are somewhat offset by greater disturbance
to operator state.

The model of operator control and invocation procedure that
is shown in Fig. 2 displays a linear continuum. However, the
tracking data do not confirm this linear interpretation or the
implication of an interval-like scale of control. Clearly, SIA
distinguishes itself on a number of aspects of tracking response.
However, the pilot-invoked procedures involving shared au-
thority were between themselves far less differentiable. The-
oretically, the model displays a continuum, but behaviorally,
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the data indicate much more of a dichotomy between system
control and each of the other invocation procedures involving
operator control. Thus, describing invocation control alterna-
tives in terms of a linear continuum is a potentially misleading
representation. This linear representation may be reasonable as
a first-pass theoretical heuristic, although there is no explicit
protestation by Sheridan [21] that these levels be interpreted
in a strict linear manner. The present pattern of performance
outcome indicates that there is a clear separation between
system-initiated invocation and all other procedures. ‘Whether
this division is specific only to the present multitask assemblage
directly applicable to aviation or applies over a wider range
of operations of real-world complex systems awaits further
evaluation.

The presently reported effects for fuel management con-
firmed and extended previous systematic findings [26]. In
a highly consistent fashion with this previous outcome, the
between-participant invocation procedure exerted no significant
effect on fuel management error. However, as with the previous
findings, there was a systematic effect on fuel management
error for display location. With this present expanded sample
of professional pilots, it was again observed that the mean level
of the fuel management error was significantly higher when
the automated display appeared in the central location than
in the peripheral location. This confirmatory pattern indicates
that these are robust trends, which are not simply the result
of the nuances of a single investigational procedure. As with
the explanation of the previous findings, the expectation here
is that the reason for this pattern of mean fuel management
error is due to the differences in the sequence of visual scanning
under these differing display conditions. However, the present
experiment extends this understanding by including a further
analysis of the variability of error as well as the mean level of
that error. These additional findings indicated that there was a
greater variability in response when the automated display was
in the peripheral location. This added facet of the performance
outcome further supports the contention of a differential fre-
quency of visual sampling between different display formats.
It implies less frequent fixations in the peripheral display
condition but more extended dwell times when such fixations
are made. This outcome deserves considerable further study
using sophisticated eye-tracking methods to evaluate fixation
locations and dwell times to fully explore the pilot’s response to
change in display characteristics with adaptive automation. The
null effects for monitoring also partly replicate a component
of a previous procedure [26]. In the latter study, there was no
effect for display location on gauge monitoring, which is an
outcome pattern that is repeated here. However, in the previous
study, there were significant differences for monitoring of the
light displays, which diverge from the finding in this paper.
It is possible to provide any number of potential explanations
for such a difference, but resolution clearly awaits further
experimental evaluation in this realm.

When these objective outcomes are all we have, then ad-
vocacy for pure SIA would appear to be evidently justified.
However, in addition to the quantitative measures, we have
representations of pilot’s qualitative reactions, and these results
also have to be factored into the overall appreciation of the

multitask experience. As is clear from the POMS fatigue data,
the performance advantages of the SIA condition came with
a price. In the present situation, we can see that SIA induced
greater absolute level of fatigue when compared with all other
invocation procedures. More tellingly, this fatigue level was
increasing across the testing interval, while all other forms of
invocation procedure saw a small decrease in fatigue. Thus,
we have a tradeoff between the acute level of momentary
performance efficiency and the chronic level of experienced
fatigue. It is also probable that the SIA condition could also
have reduced situation awareness, as reported by previous
investigators [7]. As a general overview of the multitask envi-
ronment, the present results, in both performance and affective
findings, tend to reinforce the idea of the importance of choice.
It has been shown that the tasks that remove choice prove
most stressful and, in the long term, destructive [441-[46].
A degree of evidence for this principle is seen in the data
reported here.

With respect to warning modalities, it was anticipated that
the multimodal warning would be the most effective, simply
on the well-known and established principle of sensory signal
redundancy [47]. However, the warnings in this experiment
were designed to be ecologically valid representations of the
sorts of warnings that pilot’s actually experience in the cockpit
[48]. Therefore, it was not possible to generate visual and aural
warnings of exact psychophysical equivalence, and indeed,
whether this is even theoretically possible is still subject to
dispute. While the present findings show a slight advantage for
multimodal expression on one aspect of one of the subjective
response scales, there was no evident consistent advantage for
any particular form of warning in the objective performance
data. Given this set of outcomes, it is probably reasonable to
refrain from making any definitive statements about the design
of possible warning modality effects from the present procedure
and to encourage future work on methods to warn the operator
concerning transfer of control between manual and automated
modes [19].

One obvious theoretical and practical concern that is raised
by the present procedure is the criterion setting for automation
initiation. The 15-s interval for which automation persisted
here was derived from empirical evaluation of the length of
automation that suppressed any unstable oscillations of control
switching between operator and system [36]. For example,
consider the situation in which the automation suddenly takes
control, as in the case of the SIA condition. Immediately, the
pilot is offloaded, and the system then, sensing this alleviated
state of the pilot, quickly returns manual control. This sudden
action of returning control, in turn, instantly overloads the pilot;
thus, the system, which is aware of this change, again takes
back control. Such continual momentary switching of control
represents a.form of unstable oscillation that, if it persists,
would cause significant decrement in overall performance and,
most probably, a radical loss of situation awareness. We have
previously suggested [36] that to damp out this unwanted 0s-
cillation, there should be an imposed latency during which the
automation, having once switched, now cannot switch again.
Our prior experimental evaluation [36] identified an interval
of 15 s as the standard minimum duration that should be
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imposed for this moratorium, and hence, this value was used
in the present experiment. Of course, there may be exceptions
to this interval in practical circumstances, such as when an
emergency event like a Traffic Collision Avoidance System
(TCAS) or Ground Proximity Warning System (GPWS) occurs
in the said interval but under most operational circumstances,
this nonswitching moratorium appears justified. If 15 s is the
temporal constraint on control switching, what represents the
spatial constraint? In the present experiment, the 70-unit rms
error threshold was again derived empirically, prior to the
beginning of experimentation. In part, this threshold was chosen
so that as the tracking became more difficult, there would
eventually be the necessity to automate, which is an aim that
was achieved given the observations of pilots here. After all, in
one sense, too liberal or too conservative, a threshold negates
the very idea of adaptation in the first place. However, it is
important to understand that this threshold or criterion setting
is a design decision. True, it too can be dynamic and set and
reset in relation to local conditions, in the fashion of a meta-
adaptive strategy. However, given the penetration of adaptive
automation into a spectrum of different systems, it is probable
that such thresholds will, at first, be largely empirically derived.
Just where such a threshold level is set promises to affect which
form of invocation procedure is preferred and which is the most
effective in terms of objective performance.

V. GENERAL DISCUSSION

To the present, discussion has focused on the effects of
specific manipulations on specific dependent variables, and
this partitioned evaluation has proved informative. However, as
a phenomenological experience, the multitask environment is
generally appreciated as a unified whole, not as a distinct set
of three highly disparate subtasks that are totally separated in
space and time [49]. In the laboratory, in simulation, and in real
world, it is possible to continue to derive an ever-increasing
number of dependent measures from these components of
a multitask set. Inevitability, a certain number of these will
produce significant effects. The difficulty then is to distinguish
meaningful effects from an obligatory probabilistic background
of “significant” effects. One guideline in this search concerns
the consistency of a pattern of findings as reflected in both
the objective and subjective responses of the participants. The
present procedure has demonstrated this property, particularly
when considered in conjunction with a previous comparable
investigation [26].

In multitask environments, we have still yet to develop a
satisfactory procedure by which to derive a measure of “overall
effectiveness.” This latter measure would need to take in to
account issues such as the importance and the urgency of
each respective subtask component as well as the operator’s
perception of their momentary relative importance. Optimized
measures such as reaction time are only relevant when op-
erators have to respond as quickly as possible. Quite often,
such responses can be “satisficed” rather than optimized [50].
Essentially, this means that in aviation, for example, pilots can
respond within a window of opportunity, and anywhere within
that window, faster response does not necessarily connote better
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Fig. 9. Descriptive context model for the implementation of differing levels
of adaptation. The circular contours represent zones of operation that differ
in the level of operator control. The environmental context (the thick line)
drives possible levels of adaptation. A path of optimal progress (the dotted line)
is sought by the control-sharing algorithm, but occasionally, not all levels of
adaptation are available if the mission goal is to be achieved.

response. In constructing any metric of “overall effectiveness,”
how one trades poor performance on a critical task with good
performance on a less important task is still to be effectively
determined. Also, how does one integrate subjective response
and match changes in such values against objective task perfor-
mance? It is this form of collective measure that will be most
critical in developing functional adaptive systems, which must
operate on this overall value and not on any selected piecemeal
component. What is clear is that the simple proliferation of the
number of response dependent variables does not answer this
central question of adaptive automation in complex multitask
systems [7], [51]-[56].

Although there have been some initial formulations [57],
a quantitative model to answer such questions in adaptive
automation is still some way off. In the absence of an effective
quantitative model, one viable choice is the presentation of a
qualitative alternative, and this conception is presented here in
light of the results that were obtained. It is now clear from a
programmatic series of work [11], [25], [26] and the systematic
observation of other researchers, theorists, and experimenters
[71, [16], [17], [24], [37], [51], [541-[61] that adaptive alloca-
tion can be viewed in terms of system of nested envelopes of
protection. What drives the system are the needs to achieve
preset mission goals. What bounds the system are the con-
straints on the operator and on the technical capacities to hand
and the environmental conditions that are encountered. These
latter three factors collectively compose the “environmental
constraints.” The illustration in Fig. 9 shows a descriptive but
dynamic view of the process of adaptive allocation. Initially,
the environmental constraints (shown by the thick line) are con-
siderable, but the range of available operational latitude allows
any of the three general allocation strategies to be engaged. As
time progresses, the environmental constraints are loosened (as,
for example, in straight and level flight). Operational latitude
increases, and the ability to use more human-centered strate-
gies becomes evident. Finally, as environmental constraints
are once again tightened, at the right of the illustration (as,
for example, in pilot incapacitation, engine failure, or nap-of-
the-earth flight), the possible range of strategies is radically
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reduced. Note that in each circumstance, preservation of life
predominates, and adaptation and subsequently full human-
centered approaches are subservient.

The inner region of operational latitude represents a severe
system’s threat envelope. Conditions that threaten to violate
these bounds are largely dealt with by the system level of
automation initiation. This form of automation initiation is
particularly appropriate in emergency circumstances such as the
incapacitation of either pilot or some vital aircraft component,
when options to share response between human and machine
are highly curtailed. Within these outer boundaries lies a region
of consultation. This is typified by the interactive strategies of
command by negation and advisories as explored here. Finally,
the inner region represents a totally human-centered strategy
in which all automation decisions are initiated by the pilot.
We would like to maintain the pilot in this region of optimal
control by generating a path of progress that avoids the greatest
degrees of threat, but of course, this is not always possible
as numerous environmental contingencies act to perturb the
path of progress. These perturbations are communicated in
terms of tasks to be performed, and hence, reconfiguration of
the task matrix is periodically needed. The present descriptive
model has the advantage of combining all forms of automation
initiation strategy that are dependent on context and preserving
safety of operation in the outer envelope. As we are better
able to specify context and also better able to characterize the
momentary “overall effectiveness” of the operator and the sys-
tem, we will be able to create ever more sophisticated adaptive
opportunities. It is the specification of this optimal constraint
and capacity-driven pathway that looks to represent the best
possibility for the successful future of advance human—machine
systems [62], [63].
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