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A
daptive automation, which serves to dynamically
allocate tasks between a system and its user, is
a process that has reached sufficient maturity
that we are able to begin to present viable design
guidelines. With increasing levels of automation

in society, the lessons learned in the past 30 years are growing
more pertinent for modern systems implementation.

In this article, we provide a brief examination of this his-
tory (see also Scerbo, 1996) and then introduce the major
guidelines that have been proposed, based on the existing
body of experimental research.

The Evolution of Adaptive Automation
The idea of adaptive allocation of tasks in human-machine

systems was first formally advocated in the early 1970s by W. B.
Rouse and his colleagues, who were working to create an artifi-
cially intelligent decision-aiding system for U.S. Air Force pilots
(also see Rouse, 1994). During testing, one pilot became impa-
tient with the aiding system and began to deal with the
situation himself. Because the pilot and the system were each
trying to take control, and neither was communicating with
the other, they both failed to resolve the problem. This led the
researchers to suggest that what was needed was a form of
cooperative intelligence. The human and the aiding system
needed to complement, rather than compete with, each other.
Ideally, the coordinated and interdependent efforts of human
and machine would create a more effective system.

The research that followed this initial suggestion focused
on decision making that utilized “dynamic allocation of
responsibility” (Rouse, 1975, p. 130). Basing the dynamic allo-
cation policy on physiological and behavioral reflections of
user state was first suggested by Hancock, Chignell, and
Loewenthal (1985). A few years after Hancock et al.’s study,
Parasuraman, Bahri, Deaton, Morrison, and Barnes (1990)
recommended preliminary adaptive allocation design prin-
ciples. For example, they recommended that the adaptation
should be invoked using dynamic workload assessments and
performance modeling.

The Process of Adaptive Allocation
The dynamic allocation of tasks is what separates adaptive

automation from pure automation. To be adaptive, an auto-
mated system cannot function in a simple “on-off” fashion but
must feature a continuum of interaction that reflects degrees
of human or machine control. In adaptive allocation, the
demands of a task are apportioned dynamically to the com-
ponent (human or machine) thought to be the most capable
of performing the task (Hancock & Scallen, 1996). In the case
of tasks in which humans excel (e.g., diffuse pattern recogni-
tion), it seems natural that they should be addressed by the
operator. The system can still assist by transforming the task,
making it even more amenable to human resolution. Indeed,
a portion of the task may even be allocated to the machine;
the transformation function is one example.

The tasks that pose the highest risk of failure should be
identified as the primary targets for dynamic allocation
(Hancock & Scallen, 1996). It is not necessary for all compo-
nents to be dynamically allocated at all times. For example,
processes consisting purely of complex but algorithmic calcu-

C
op

yr
ig

ht
 2

00
9 

by
 H

um
an

 F
ac

to
rs

 a
nd

 E
rg

on
om

ic
s 

So
ci

et
y,

In
c.

A
ll 

ri
gh

ts
 r

es
er

ve
d.

D
O

I 1
0.

15
18

/1
06

48
04

09
X

43
59

43
 

FEATURE AT A GLANCE: Adaptive automation technologies
and the associated research have advanced significantly since their
inception in the early 1970s. Here, we present the history of this
research and the lessons that have been learned from it. We also
present several design guidelines for the successful implementation
of adaptive automation in order to serve the community of
designers who will be implementing adaptive automation.
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Research on adaptive automation has
reached practical maturity, allowing the
formation of several viable guidelines for
its implementation.
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likely to be ineffective at that specific time) and performance-
based allocation (allocation based on the operator’s poor
monitoring performance in the past).

More specifically, it was shown that only a brief return
(10 minutes) of task responsibility to the human operator is
required to ameliorate such automation-induced effects (Par-
asuraman, Mouloua, & Molloy, 1996). Following the return
of task allocation to the automation, detection performance
increased by about 66%, and this persisted for 10 to 20 min-
utes. Repeated episodes of function allocation also led to per-
formance benefits over longer periods (Mouloua et al., 1993).
Thus, adaptive function allocation can reduce automation-
related monitoring inefficiencies and help keep the operator
in the loop by allocating tasks to the operators when their
monitoring performance degrades or their performance model
indicates that their response capacity is going to suffer in the
near future.

The tasks that pose the highest risk 
of failure should be identified as the
primary targets for dynamic allocation.

There is, however, a caveat to the periodic return of control
to the human operator. Tasks involving immediate, dynamic
system control that interchanges control between the operator
and the system too frequently can cause performance instabili-
ties. For example, Scallen, Hancock, and Duley (1995) showed
that when control oscillated between a pilot and an auto-
mated flight control system at a rate faster than 15-second
intervals, overall system efficiency decreased. Thus, interpo-
lated intervals of control are indeed recommended, but their
absolute duration should be calibrated contingent on the
nature of the task that is subject to reallocation.

GUIDELINE 2: Energetic human qualities should
be considered in design. Designers must consider the ener-
getic qualities of human performance when designing adaptive
automation systems. Especially in prolonged operations, hu-
man controllers become tired, distracted, or overloaded, and
the purpose of adaptive automation is to remedy the resulting
performance decrements. In doing so, it is necessary to con-
sider these qualities instead of simply treating the symptoms.

For example, how does an operator’s situation awareness
factor into designing a system? How does one correct for dis-
tractions? Consideration of these human characteristics is
essential in designing effective adaptive automation. Gains in
performance through familiarity and skill development can be
offset temporarily by increased fatigue resulting from time on
task. Similarly, longer-term learning gains can be diminished by
increasing levels of boredom as the individual works with the
same system over a period of years (Csikszentmihalyi, 1990).

The aforementioned examples of energetic dimensions of
response are only a sample of the human operator’s energetic
qualities that need to be considered. One potential solution to
the issue of boredom, for example, is to provide augmented

lations (e.g., traffic collision avoidance) are prime candidates
for permanent automation. After all, closed-ended, deter-
ministic calculation is exactly what automation is for in the
first place. However, when performance on any task is in the
process of decline, the function of adaptive allocation is to
prevent its eventual failure.

The potential benefits of adaptive allocation are touted
to include enhanced situation awareness, appropriate and
tolerable levels of workload, consistent monitoring of the task,
and decreased degradation of manual skills (Hancock &
Scallen, 1996).

Guidelines for Adaptive Automation
Drawing from the past three decades of research, it is

possible to present a number of guidelines for the successful
implementation of such context-contingent adaptive automa-
tion. Although it is useful to follow these rules, an optimal
system may in fact utilize some or all of them, depending on
specific operational conditions. Indeed, real-world constraints
often force designers to make difficult choices and trade-offs.

Judgment as to which guidelines to implement in a specific
project is the responsibility of the individual designer. Never-
theless, each cited guideline arises from empirical studies over
the years of adaptive automation research and should be con-
sidered carefully. The figure below illustrates the aspects we
consider in our guidelines.

GUIDELINE 1: Adaptive function allocation should be
used intermittently. The complete automation of tasks may
cause automation-related monitoring inefficiency (Parasuraman,
Molloy, & Singh, 1993). In these circumstances, the operator
exhibits reduced accuracy and/or speed of response in iden-
tifying any failures of the automated system. A study by
Mouloua, Parasuraman, and Molloy (1993) found that the
adaptive allocation of a task to the operator resulted in the
enhanced performance of monitoring in subsequent tests.
This monitoring performance benefit was observed with both
model-based allocation (that is, allocation based on a model
indicating that operator performance of that function is
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GUIDELINE 5: Task transformation should be used
to simplify tasks for operators. When a task is allocated
to the operator by the automated system, it should be sim-
plified or supported to enable the operator to perform to the
best of his or her abilities. Although the automation may not
be carrying out the task, it should nonetheless provide mod-
ifications, alterations, or enhancements to the task or the task
performance (Andes & Rouse, 1990).

An exception exists when a task is being used to re-engage
operators. In this case, a task should provide an optimum level
of challenge, which may be indicated by the report of the oper-
ator’s state of “flow” (see Csikszentmihalyi, 1990; Hancock,
in press). This would engender a state of complete focus and
engagement on the operator’s part (Mouloua et al., 1993).
When transforming a task, one must consider the human and
the system not as discrete entities with specific strengths but
as a dynamic pairing (a human-system team) that requires
context-specific allocations (Dekker & Woods, 2002).

GUIDELINE 6: The environmental context of the
system should be used to determine allocation. The
context (for example, the operational environment) in which
automated performance occurs is an essential source of influ-
ence on the nature and implementation of automation (Han-
cock & Scallen, 1996). An automated system does not exist in
a vacuum, and in a semiautomated system, environmental
factors clearly influence the ability of either agent to perform.
It is important to know enough about the details of the envi-
ronmental context to fully comprehend it and, especially, how
it influences the human operator. The environmental context
should be taken into consideration when deciding when to al-
locate tasks and to whom the tasks should be allocated.

The environmental variables that can or do cause per-
formance degradations or increased task demands should be
identified, and when these variables are present, dynamic
allocation should be triggered (Hancock & Scallen, 1996). If,
for example, the task environment becomes too stressful to
the operator, it would be appropriate to turn the task over to
the automation. Similarly, vibration, noise, or thermal ex-
tremes in the environment may necessitate changes to task
allocation in order to account for any decrement they induce
on the human operator. A pilot who is moving from simple
air navigation to a combat situation will require an entirely
different task allocation strategy based on the newly changed
environment.

GUIDELINE 7: Tasks should be partitioned when
both the human and the system can contribute effec-
tively. An aid can partition a task in order to share it with an
operator. Tasks should be partitioned in response to current
and impending situations (Rouse, 1994). The aid must con-
stantly monitor system performance in order to be an effective
tool. When a situation arises that would necessitate the sharing
of responsibilities between the user and the system, the task
should be split between the two. This sharing of tasks between
the operator and the aid lends itself to positive aid-operator
interactions (Andes & Rouse, 1990).

challenge in order to continuously tax the user’s faculties. Sim-
ilar balancing strategies to counteract the deleterious effects of
other fluctuations in energetic state have yet to be fully artic-
ulated. However, these efforts come under the general rubric
of individuation, in which the conception is to customize the
system to the characteristics of each individual user (see Han-
cock, 2003).

GUIDELINE 3: Emotional requirements of the
human operator must be considered. Although a
human-machine automation pairing will ideally result in
more effective work, the human in this system still must feel
that his or her agency is meaningful. Specifically, feelings of
personal security, worth in work, and a sense of control all
factor into a human’s performance with an automated system
(Hancock & Scallen, 1996). If humans feel unnecessary or
that their input is constantly superseded, their motivation
will suffer, and the quality of work they perform when tasks
are assigned to them may drastically decrease.

It is important to know enough about
the details of the environmental 
context to fully comprehend it and,
especially, how it influences the human
operator.
Addressing these emotional requirements may also work

to improve trust in the automated system as positive affect is
generated (Lee & See, 2004). Trust may present a double-edged
sword, however, as increasing levels of trust may lead to
overuse and complacency instead of simply increasing accept-
able system use. Nonetheless, trust in automation can be
considered generally positive as long as care is taken to avoid
the pitfalls of automation complacency.

GUIDELINE 4: The system should be calibrated to
the individual operating it. Maintaining a sense of self-
worth and establishing trust in automation constitute an
important first step, but optimal human-system interactions
may require more: It may require adaptivity and individuation
of the system to the characteristics of each specific operator.
Specifically, according to the principles of hedonomics, in or-
der for individuation (the highest rung on the ergonomics and
hedonomics ladder) to occur, a system must permit the indi-
vidual to adapt that system to his or her own personal traits,
goals, and mood states over time as well as to personal habits,
workload, and preferences (Hancock, Pepe, & Murphy, 2005).

If a system can be tailored in this fashion, it can lead the
operator to feel more enjoyment and pleasure when interacting
with it. Poor design can create disastrous problems, but an
enjoyable design can help people take pleasure in their work.
When operators can customize their automation and have a
feeling of control over the system, they demonstrate higher
job satisfaction and work motivation (Fritzsche & Parrish,
2005).
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GUIDELINE 8: Adaptation should be controlled by
the system but be open to human intervention when
the system fails to recognize new conditions or
demands. Rouse’s first law of adaptive aiding states, “there
are conditions under which it is appropriate for computers
to intervene and assume authority for task performance; in
contrast there are no conditions under which it is appropriate
for computers to unilaterally hand tasks to humans” (Rouse,
1994, p. 30). A recent study on the process of automation tran-
sition indicated that fatigue increases as the degree of system
control increases (Hancock, 2007). Further, it was found that
fatigue increased only when the system was in control and
that it actually decreased when the human was in control of
the function allocation decision.

An optimal system may utilize some
or all of these guidelines, depending
on specific operational conditions.

However, results from that study also indicate that errors in
a vigilance task occur much less frequently in system-controlled
automation than in human-controlled adaptive automation.
This trade-off of accuracy versus fatigue makes it harder to
determine which agent should be placed in the role of the
allocation controller. Given the importance of accuracy in
automated systems, it becomes apparent that the system
should allocate tasks to humans but that human intervention
should be possible when the human becomes overfatigued.
When a user has the feeling of control over the automation,
it promotes a pleasurable interaction (Hancock et al., 2005).
Thus, the system should allocate tasks in order to alleviate the
managerial burden on the human operator, but the human
should retain overall control in order to take advantage of the
benefits of perceived autonomy.

Applying the Guidelines
To demonstrate how these guidelines can be employed,

the example of the Rotorcraft Pilot’s Associate (RPA) is useful.
RPA is an adaptively automated decision support system for
attack helicopter pilots (Dornheim, 1999). The system pro-
vides a number of planning tools that automate difficult tasks,
such as determining what areas are visible to radar and what
routes are most accessible. The design of RPA highlights a
number of the adaptive automation guidelines presented in
this article:

• Guideline 3: RPA presents information to the user, but
the user has the final say in what to do and can modify the
plan or reject it as necessary.

• Guideline 4: RPA allows for modification to the presenta-
tion of information to best suit individual users.

• Guideline 5: Instead of requiring the user to analyze con-
vergent factors and then develop plans, the RPA effectively
focuses the user on the feasibility of the plan, thus making
the user’s task simpler.

Design Guidelines for
Implementing Adaptive
Automation
1. Adaptive function allocation to the operator

should be used intermittently. Intermittent 
allocation can improve performance in 
monitoring tasks.

2. Energetic human qualities should be considered 
in design. For example, degrees of challenge can
be automatically adjusted with artificial tasks.

3. Emotional requirements of the human operator
must be considered.The human operator should
not feel unnecessary to the system as a whole.

4. The system should be calibrated to the individual
operating it. Individual differences factor into the
human operator portion of a human-system 
pairing and thus should be incorporated into 
the design.

5. Task transformation should be used to simplify
tasks for operators. A task that is partitioned
and transformed can be handled piecemeal
instead of as a whole.

6. The environmental context of the system should
be used to determine allocation. Environmental
stressors such as heat, vibration, and gravitational
force affect human performance and should be
addressed.

7. Tasks should be partitioned when both the 
human and the system can contribute effectively.
A true human-system collaboration operates 
as a pairing instead of a dichotomy of effort.
Performance is improved when the most 
effective attributes of each part are employed.

8. Adaptation should be controlled by the system
but be open to human intervention when the
system fails to recognize new conditions or
demands. In order to reduce task load on 
the human operator and improve general 
performance, the system should allocate tasks.
To improve satisfaction and motivation, the 
human operator should retain control, or 
perceived control, of the system.
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• Guideline 7: The overall combat task in which RPA assists
represents a true human-system pairing. RPA presents
information gathered from sensors, and the human deter-
mines whether the information and plans proposed by
RPA are feasible and correct. RPA completes one task while
the user completes the other.

This example is an existence proof and an important illus-
tration that adaptive allocation has reached the level of matu-
rity for widespread real-world implementation.

Conclusion
The guidelines presented here were drawn from the

empirical research that has defined the history of adaptive
automation. The dynamic allocation of tasks has great poten-
tial for improving human-machine systems, but it must be
performed carefully in order to ensure useful results.

We have indicated a number of these guidelines, but new
recommendations continue to emerge, such as the advocacy of
multimodal displays for adaptation (see Tannen et al., 2000).
Information and considerations provided by these respective
guidelines can serve as a reference for engineers and scientists
seeking to utilize the powerful adaptive automation paradigm.

The guidelines are not meant to be an all-encompassing
dogma of adaptive automation but, instead, a launching point
for prospective designers. Each system must be considered in
its own context and for its own requirements; individual sys-
tems need their own evaluations to ensure their practical
effectiveness.
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