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Abstract

This study investigated the relationship between task demand and
the occurrence of error in an experimental simulation, which repre-
sented dynamic En-Route airtraffic control. Participants were trained
to baseline performance in the air-traffic-control task and then were
presented with a series of 12 challenging but realistic scenarios.
These scenarios were scripted to create two cycles of three levels
oftask demand as represented by traffic count. Conflict opportuni-
ties were scripted into each level of traffic count of six conflicts per
scenario. Errors of omission were found to be equally likely when
traffic count decreased from a peak as during a peak itself. This
empirical finding was consistent with real-world experiences as
reported in testimonial accounts by professional air traffic control-
lers. Given the restricted number of participants and their relative
inexperience, we consider the present work to be an initial window
into a highly complex issue. Our present findings have implica-
tions for ab initio training of air traffic controllers and also relate to
performance in all operational domains, which demand flawless
response from process control agents.

Requests for reprints shouid be sent to Beverly Laughead, FAA Academy, AMA-500-OU,

P.O. Box 25082, Oklahoma City, OK 73125.



92

Introduction

The evolving complexity of human-machine systems has served to increase
the demands placed upon its operator’s limited capacity to process information
(see Rochester & Komos, 1976; Smolensky & Stein, 1998). The fluctuating
profile of task demand posed in dynamic environments can be expected to elicit
a spectrum of behavioral, subjective, and physiological responses, which con-
tribute to operator workload and performance (see Hancock, 1997; Melton, 1 982).
The increasing trend toward ever more complex technologies, which tax the
human information processing system, makes it crucial to develop a thorough
understanding of the relationship between task demand, the operator’s response
to that demand, and the subsequent outcome reflected in the on-going level of
performance efficiency. The present study investigated these relationships through
the specific and chosen use of a simulated air traffic control (ATC) environment,
which permitted the careful quantitative manipulation of task demand level through
control of the number of aircraft to be monitored. Since air traffic control repre-
sents a dynamic process in which there are explicitly defined operational errors
(Greene, Muir, James, Gradwell & Greene, 1997; Hancock, 1997; Hopkin, 1995;
Metzger & Parasuraman, 2001), it offers the opportunity to collect a wealth of
response data making it an ideal setting for the empirical investigation of task
demand and cognitive workload in a success-critical environment.

One of the significant and continuing problems in human performance as-
sessment concerns the meaning of the term workload. Some researchers use
the term workload to represent objective characteristics of externally based
tasks, while others use the same term to represent the subjective experience of

the individual placed in that environment (cf., Hancock & Meshkati, 1988; Stager

& Hameluck, 1990; Stager, Hameluck & Jublis, 1989). It is evident that this
usage as a property of both the operator and the operator’s environment has led
to a debilitating confusion. We here distinguish between workload as task de-
mand (the external properties of the task independent of any individual) and the
operator’s response to that task demand, which is assuredly contingent upon
the capabilities and skills of the individual so exposed. We suggest that the
construct of workload is best defined as a subjective subset of an individual's
response to task demand, being closely aligned with the notion of adaptation
advanced by Hancock and Warm (1989). Given our representation of workload
as a response of the exposed individual, we define task demand as a property of

the environment itself. Clearly, in this division, the operator's workload response

is contingent upon his or her appraisal of any immediate environment as pre-
senting a task in the first place. Where such appraisal does not result in the
perception of an immediate task to be resolved, no associated workload is ex-
perienced (Hancock & Chignell, 1988). Often this specification of a task is a
result of a third-party arbiter who dictates exactly what that task is (Smith &
Hancock, 1995). In this present experiment, we, the experimental team, im-
posed the task. In the real world, tasks arise from a myriad of necessities. In
ATC, the controllers’ task derives from the uitimate need to provide safe and
efficient air transportation.
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In a constantly changing task environment, there are often many different
sources of information. This profile of information is rarely exactly repeated and
for each situation is arguably unique (Hancock, Flach, Caird & Vicente, 1995;
Hancock & Meshkati, 1988). Task demand is crucially dependent on the type
and amount of task-relevant information presented, and information changes the
operator's behavior. We illustrate this by examining the task demand in simu-
lated air traffic control where operators seek to maintain at least the minimum
legal separation between aircraft (see Smith, Scallen, Knecht & Hancock, 1998).
The level of task demand is a complex function of not only the assimilation and
evaluation of task-relevant information, but also of the need to execute a number
of cognitive and physical behaviors. The cognitive behaviors include recognizing
sources of information on both analog and alphanumeric displays and deciding
to intervene (or not) by issuing commands to the pilot (Smith & Murphy, 2000;
Smolensky & Stein, 1998). The physical behaviors include monitoring the dis-
play, verbally issuing commands to the pilot, handing off aircraft to adjacent
sectors, and organizing flight strips (Hopkin, 1995). Sources of task-relevant
information include display symbols for aircraft, their vectors and intent, flight
strip identifiers for aircraft and their flight-plans, and verbal and written input from
traffic management coordinators, from the national weather service, from adja-
cent sector controllers, and from pilots themselves (Smith & Mafera, 2000). In
our simulation-experiment, all sources of information other than traffic count
were held constant. The independent variable in the experimental scenarios -
the increasing, peaking, and decreasing of traffic count — was therefore the only
manipulation of task demand in our study.

We define response to task demand as the ensemble of mental actions,
overt behaviors, and physiological responses that follow from the operator’s in-
teraction with his or her task environment in order to fulfill the goal of the task
(Hancock & Desmond, 2001; Melton, McKenzie, Polis, Hoffman, & Saldivar,
1973, Melton, McKenzie, Polis, Funkhouser & Lampietro, 1971; Thackray, Bailey,
& Touchstone, 1975; Wilson & Corlett, 1999). Both acceptable performance
and error are part of the operator’s response to task demand. Another natural
measure is task-relevant communication. (Carlson, 1982; Chapanis, 1953; Hendy,
1998) Our measures, the occurrence of error and of task-relevant communica-
tion, are overt behavioral indicators of the operator’s response to the levels of
task demand posed by the experiment.

Task Demand and the Occurrence of Errors

Errors are the nemesis of process control agents working in a system like air
traffic control that has a high potential for risk (Smith, Briggs, & Hancock, 1997).
Operational errors occur whenever two aircraft under positive control violate each
other’s protected zone (a violation of the minimum separation) which is a com-
pound criterion of 5 miles longitudinally and 1000 feet vertically (Rodgers & Nye,
1993). These formal operational errors are distinguished from the true errors of
omission and/or of commission that necessarily precede them. Operational er-
rors are viewed not as errors per se but as the product of true error at some
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earlier point in time. Some true errors are errors of omission: the controller
failed to take action that would maintain separation. Other true errors are errors
of commission: the controller instructed an aircraft to make a maneuver that
directly led to an operational error.

Several previous studies have examined controllers’ subjective appraisal of
workload (light, moderate, or high) and the occurrence of operational errors (Arad,
1964; Kinney, Spahn & Amato, 1977; Redding, 1992; Rodgers & Nye, 1993;
Rodgers, Mogford, & Mogford, 1998; Schmidt, 1976; Stager et al., 1989; Stager ‘
& Hameluck, 1990). A review of these relevant studies reveals two themes. )
First, operational errors tend to occur when traffic count is low to moderate
(approximately eight aircraft in the sector). Second, when controllers are asked

to subjectively rate traffic volume and workload at the time of the operational f
error, they also tend to rate it as low to moderate. , ’

It is unclear; however, whether these findings reflect (1) a decreased ten- ¢
dency to make operational errors under high traffic conditions or (2) the lower ;

frequency of high traffic conditions in general (Endsley & Rodgers, 1997). Addi-
tionally, itis unclear from these reports whether the true error (of omission or of
commission or a combination of these two influences) occurred (A) in low and
moderate traffic conditions or (B) earlier when the level of traffic was relatively
high. In either case, it may have manifested as an operational error only later
when traffic had decreased to a low or moderate level. This source of uncertainty
in linking the spatio-temporal occurrence in true error to reported operational
errors is a major concern, which we have termed the phase delay dilernma.
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The Phase Delay Dilemma

Phase-delayed errors are common in dynamic environments (Smith et al.,
1998). In the ATC domain, the time lag between a true error and the operational ’
error poses a fundamental dilemma: How are we to know when the true error ’
actually occurred? For example, Suppose an operational error occurred during a
peak in traffic count. Did the true error also occur during this peak or did it occur
earlier as the level of traffic was increasing? Due to the phase delay dilemma,
previous research into operational errors may not reveal the actual link between
true errors and operational errors and between true errors and task demand. Itis
therefore not reasonable to conclude that an operational error is a function of a
particular level of traffic when the relationship between the true errors and the
level of task demand still remains uncertain.
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Our experiment was designed to address this impasse by scripting air traffic
scenarios that controlled for the phase delay dilemma and by obtaining behav-
ioral measures of performance and response to task demand. Our premise is
that systematically changing traffic count in realistic En Route air traffic sce-
narios result in systematic variations in task demand. By creating two peaks of
traffic count in a scenario, we control for the potential confound of operator
fatigue. By incorporating conflict opportunities within each level of traffic count,
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we also address the potential effects of phase-delayed operational errors and
make it possible to distinguish between errors of omission and errors of com-
mission.

Experimental Method

Experimental Participants

Three, upper level, undergraduate students volunteered to act as the air traf-
fic controllers over a six-week period. A second trio of students acted as pseudo-
pilots. Participants received class credit for their participation. All participants
received 6 practice and 12 experimental scenarios over the six-week period.
Scenarios were counterbalanced using a selection from a Latin Square. Stu-
dents were used rather than professional air traffic controllers for two reasons.
First, the purpose of the study was to observe and document errors and inexpe-
rienced participants are much more likely to make errors than professionals
are. Second, recent national security events have made it extremely difficult to
work with professional air traffic controllers (Hancock & Hart, 2002), although
we would have preferred to do so. We are fully aware that inexperienced partici-
pants are inclined to make different errors than experienced participants (Rea-
son, 1990). Therefore, our results may generalize most to novices like those
undergoing ab initio training. However, in mitigation of such issues, at the present
stage we are more concerned with contributing to basic empirical understand-
ing than with the immediate domain-specific application of such knowledge.

Experimental Task

The student-controllers were responsible for maintaining the Federal Aviation
Administration’s criterion for minimum separation between aircraft by issuing
appropriate verbal commands to the pseudo-pilots. Command options included
changing an airplane’s heading, altitude, and/or speed. Pseudo-pilots provided
verbal confirmation of controller commands and maneuvered their aircraft ac-
cordingly. Pseudo-pilots were trained along side the controllers and were in-
structed to complete the controller's commands as quickly and as accurately
as possible. Analysis of scenario histories confirmed their accuracies in re-
sponding, which leads us to conclude that this element of the simulation did not
influence subsequent results. During the two weeks of the practice session, the
students learned how to use the experimental platform. They became adept at
monitoring dynamic traffic, at identifying and resolving potential operational er-
rors, and at giving and confirming verbal commands designed to maintain sepa-
ration. The criterion for baseline performance was resolution of six scripted air-
craft conflicts in a 30-minute practice scenario.

Experimental Platform

The experiments were run using the Distributed Air Traffic Information Dis-
play Simulator (DATIDS), a full simulation of an ARTCC sector controller’s work-
station (Klinge, Smith, & Hancock, 1997). The simulator presents a representa-
tion of the composite radar screen, the computer read-out display, and the but-

Task Demand and Error

95



96

*

tons and dials used to adjust the settings of the R-side ATC display and an
illustration of this simulation is shown in Figure 1.

Ao rafiic vanirollé

DAL 322
251
647 430

ARL 727
258
760 460

# _k\hl

Figure 1. lllustration of the Distributed Air Traffic Information Display Simulator
(DATIDS).

Experimental Design

As shown in Figure 2, the experimental scenarios incorporate two blocks of
time, each containing a cyclic pattern of traffic count with three levels (5 min-
utes of increasing traffic, 5 minutes of peak traffic, and 5 minutes of decreasing
traffic). The two 15-minute blocks and three levels of traffic count yield a 2x3
repeated measures design. The repeated blocks permit an assessment of the
potential confound of fatigue. Task demand is operationally defined as the aver-
age traffic count, being the average number of aircraft visible on the controller’s
information display at each minute. More specifically, in the first period of five
minutes of each block, the traffic count continually increased from three aircraft
to a peak value of 16 aircraft. During the second period of five minutes of each
block, the traffic count remained at or near this peak. In the third period of five
minutes of each block, the traffic count gradually decreased until it returned to
the baseline of three aircraft. These criteria, of a minimum of three aircraft anda
maximum of 16 aircraft, were adopted based on actual observations of a
controller’s typical sector load (Smith & Murphy, 2000).

Controlling for Phase Delay
To make errors of omission evident, two aircraft were scripted to create two
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distinct opportunities for an error of omission in each of the six levels of traffic
count. The two aircraft entered and exited the information display during the
same (five minute long) level of traffic count. If the student-controller took no
action to maneuver these aircraft, then the resuiting operational error could be
attributed to an error of omission that occurred during that level of traffic and not
in a prior level. This control makes it possible to know the number of aircraft and
the level of task demand when and if errors of omission occurred. All other
aircraft were scripted to be conflict-free. Therefore, if any other errors occurred
(at any time) they could be attributed to an error of commission.

Dependent Measures

The primary performance measure was the number of operational errors due
to errors of omission or due to errors of commission occurring throughout the
experiment. The behavioral measure of response to task demand was the num-
ber of commands between controller and the pseudo-pilot.

12

0 5 10 15 20 25 30

AVERAGE NUMBER OF AIRCRAFT VISIBLE
8

MINUTES IN SCENARIO

Figure 2. Illustration showing the schematic design of the experimental scenarios.

The horizontal axis is elapsed time in the scenario. The vertical axis is the
minute-by-minute average number of aircraft visible on the controller’s informa-
tion display. Each scenario lasted 30 minutes and presented two cycles of
traffic count. Each cycle contained three periods of five-minute-long conditions
of traffic count: increasing, peak, and decreasing. In each cycle the average
number of aircraft increased for a period of five minutes from a baseline of ap-
proximately three aircraft, remained near a peak level of approximateiy 16 air-
craft for five minutes, and then decreased for a period of five minutes back to the
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base level. Opportunities for operational errors due to errors of omission were
scripted into all six periods of five-minute-long conditions of traffic count.

Experimental Results

A repeated measures 2x3 (two blocks of time by three levels of traffic count)
analysis of variance was used to analyze the error and communication data.
The number of scenarios (12) acted as a proxy for number of participants in
order to increase the statistical power of the test. Mauchly’s test of sphericity
was not significant for any of the analyses and thus sphericity was uniformly
assumed.

Errors of Omission .

Figure 3 shows the-total number of errors of omission for each level of traffic
count (increasing, peak, and decreasing) and both blocks of time. A 2x3 re-
peated measures ANOVA was conducted to determine the effect of traffic level
and block of time on the number of operational errors due to errors of omission.
The main effect for traffic level was found to be significant, F(2, 22)=10.73, p<.001.
A within-subjects eta?=.50 indicates a medium effect size for traffic level. Post-
hoc pair-wise comparisons revealed no significant difference between the mean
number of errors of omission in the peak and decreasing conditions. However,
both the peak and decreasing conditions were significantly different from the
increasing condition for both blocks of time, p<.05. It appears that the student-
controllers were just as likely notto take corrective action to resolve potential
conflicts after a peak in traffic as they were during a peak in traffic for both
blocks of time in the scenario.

Errors of Commission

Figure 4 shows the total number of errors of commission for each level of
traffic count and both blocks of time. A 2x3 repeated measures ANOVA was
conducted to determine the effect of traffic count (increasing, peak, and de-
creasing) and block of time on errors of commission. Traffic level was not found
to be significant. However, there was a significant difference for blocks of time,
F(1, 11)=7.86, p<.01. The within-subjects eta? = .42 indicates a medium effect
size. While many more errors of commission were made in the second block
than in the first block, the totals are low but remain significant. Errors of com-
mission were relatively rare. They occurred when student-controllers issued in-
appropriate commands that caused an operational error between aircraft that
otherwise would have remained separated. These resuits suggest that the stu-
dent-controllers experienced some amount of fatigue or vigilance decrement
(Mackworth, 1948; Mackworth, 1957; Hancock, 1984) or both.
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Figure 3. Total number of operational errors due to errors of omission
collapsed across scenarios and conditions.
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Figure 4. Total number of operational errors due to errors of commission
collapsed across scenarios and conditions. The vertical scale is the same as in
Figure 3 to facilitate comparison.
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Figure 5. Percentage of errors of commission per command to maneuver
aircraft issued by participants collapsed across scenarios and conditions.

Controller Communication
Figure 5 shows the percentage of errors of commission per command to
aircraft issued by the student-controllers for each level of traffic count and both )
blocks of time. A 2x3 repeated measures ANOVA was conducted to determine )
the effect of traffic level and block of time on the communication. The interaction
between the three levels of traffic and the two blocks of time was significant,
F(2, 22)=8.29, p<.002. The within-subjects eta? = .43 indicates a medium effect
size. The interaction suggests that the relationship between communication
and errors of commission is such that more errors of commission are commit-
ted per command during the second block of time. This may be due to fatigue,
diminished attention capacity, or both.

Correlations
A correlation analysis was conducted to detect emergent relationships be-
tween the dependent and independent variables. The analysis, shown in Table
1, found significant positive correlations between two of the three dependent
variables, errors of omission and communication, and the experimental treat-
ment, level of traffic count. These results indicate that the manipulation of traffic *
count had an effect on participant behavior. Both types of error were found to
correlate significantly with communication. The correlation between communi-
cation and errors of commission was positive. This result suggests that errors of
commission tended to occur during periods when the student-controllers’ re-
sponse to task demand was relatively high. In contrast, the correlation between
communication and errors of omission was negative. This result suggests that ‘
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inadvertent operational errors tended to occur when the student-controllers’ re-
sponse to task demand was relatively low.

Table 1
Correlations between the three dependent variables - errors of omission, errors

of commission, and communication — and the main dependent variable, traffic
count.

Omission Commission Communication Traffic

Omission 1.00 0.03 -014~ 021>
Commission 1.00 022> -0.06
Communication 1.00 © 013"
Traffic 1.00

* Correlation is significant at the .05 level (2-tailed)
** Correlation is significant at the .01 level (2-tailed)

Discussion

The purpose of this study was to develop an understanding of the relation-
ships between task demand, the operator’s behavioral response to that de-
mand, and the occurrence of errors of omission and of commission in a simu-
lated ATC environment. The data suggest that errors of omission are equally
likely to occur after a peak in task demand as during that peak and are associ-
ated with relatively low levels of response to task demand. Errors of commission
are more likely to occur when response to task demand is unusually high and
time-on-task has made it likely that fatigue has set in. In short, this type of error
is sensitive to fatigue, to the level of task demand, and to the operator’s behav-
ioral response to that task demand. Previous investigations of task demand,
response to task demand, and the occurrence of errors in the ATC domain (e.g.,
Kinney et al., 1977; Stager, Hameluck, & Jublis, 1989; Stager & Hameluck,
1990) has focused on workload, the operator’s subjective response to task de-
mand. Using archival data, they reported that operational errors were more likely
to occur when workload was said to be moderate to low. Since the data were
archival, these studies failed to control for the phase delay dilemma, the time
lag between the operational error and the error of omission or commission that
necessarily preceded them.

Errors of Omission

The total number of errors of omission across conditions shown in Figure 3
revealed that operational errors due to errors of omission were equally likely to
occur after a peak in traffic as during a peak. This finding was consistent with
anecdotal evidence reported by professional air traffic controllers. Most control-
lers freely admit that operational errors occur most often on the backside of a
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peak in traffic. Unlike previous archival studies investigating*operational errors,
the current study scripted the simulated traffic scenarios to control for traffic
phase-delay. Consequently, the current study contributed a new finding: opera-
tional errors occur equally as often on the backside of the peak in traffic as they
do during the peak. These results were found for both blocks of time, beginning
of scenario (first 15 min) and end of scenario (last 15 min), suggesting that
operational errors due to errors of omission are more likely a function of task
demand than of fatigue. If the effect were due to fatigue following high traffic
levels, then significantly more errors would have occurred at the end of the
scenarios, which was not the case. These findings suggested that the decrease
of task demand after a peak is just as taxing on inexperienced participants as
the peak itself. These participants were expending relatively high levels of effort
as they made errors of omission. Operational errors due to omission were not
often a result of the inexperienced participant dropping his or her guard.

The correlation between errors of omission and communication was negative
in this experiment, see Table 1. Our inexperienced participants issued inappro-
priate commands to aircraft while missing critical cues about impending con-
flicts. It appears that the operational errors due to errors of omission in this
experiment may reflect our participants’ relative lack of skill. Accordingly, these
present results may generalize only to inexperienced students in Collegiate
Training Initiative institutions that are beginning their training to become air traf-
fic controllers. Whether such results generalize to actual operations or other
operations in other process control domains requires further empirical evalua-
tion.

Errors of Commission

The number of errors of commission steadily increased as scenarios pro-
gressed, see Figure 4. This result suggested that operational errors due to
errors of commission are more a function of fatigue than of the cyclic manipula-
tion of task demand. Additional evidence of a fatigue effect was found in the
statistically significant pattern of the errors of commission per command, shown
in Figure 5. These findings were congruent with the vigilance literature, which
reported that the frequency of correct detections tends to decrease after 20
minutes on watch (e.g., Hancock & Warm, 1989; Mackworth, 1948; Mackworth,
1957; Parasuraman, 1986; Warm, 1984). This deterioration in performance is
traditionally termed the “vigilance decrement.”

Limitations of the Study and Future Directions

The correlation data in Table 1 show that the cyclic manipulation of traffic
was positively correlated with two of the dependent measures, communication
and errors of omission. An analysis of variance found that the fluctuation of task
demand had an effect on the participants’ responses to task demand. These
results suggested that this study had high internal validity. However, there are
two significant threats to the external validity of this study. The first is nature and
the small size of our sample — three participants, all of whom were undergradu-
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ate psychology students. However, these students were trained and partici-
pated in the study for over six weeks (two weeks of the practice session and
four weeks of the experimental session). Therefore, the results may generalize
primarily to inexperienced trainees striving to be air traffic controllers. Future
studies should of course address a larger group of participants from a pool that
is more representative of trainees. That said, it must be noted that Federal and
union regulations make it extremely difficult to gain access to these FAA train-
ees. Eventually if the work is to exert a strong practical impact, it might be
replicated and extended with full-time professional controllers. The second threat
is construct validity. In debrief sessions none of the student-controllers men-
tioned the cyclic pattern of task demand and the relatively regular occurrence of
the scripted conflicts. Nevertheless, it is possible that they were implicitly aware
of them, made tacit hypotheses about them, and responded to those hypoth-
eses. Construct validity may be improved by counterbalancing the order of the
presentation of conditions (e.g. from {increase, peak, decrease} to {peak, de-
crease, increase} etc.), and by adding control conditions with uniform levels of
task demand in order to get baselines of performance (see Hancock, Williams,
Manning, & Miyake, 1995).

The major finding in this study was that errors of omission are equally as
likely on the backside of a peak in task demand as during the peak. It would be
useful to determine whether this finding generalizes to other process control
and continuous operator tasks and other dynamic environments. Tasks and
environments that are amenable to laboratory simulation include operating a
motar vehicle, piloting an aircraft, firing weapons, and operating an assembly
line. Such studies would be especially effective if the order of the presentation of
levels of task demand was fully counterbalanced and control conditions used to
get baselines of performance. For example, one useful control condition would
pose scenarios with two cycles of traffic demand but no scripted conflicts. Other
control conditions would pose scenarios with constant (but different) levels of
traffic demand and several scripted conflicts. The resulting within-subject com-
parisons would provide a strong test of the generality of our results. If this pre-
liminary finding of errors of omission on the backside of peaks in task demand
holds up to further testing, it would become imperative to investigate ways of
mitigating this effect. Eye tracking during the task could provide detailed infor-
mation about the information the operator is focusing on (hits vs. noise) and
might shed light on these sources of errors and, in turn, on ways these errors
might be avoided. ‘

Acknowledgements
We would like to thank Scott Shappell and William Knecht for their critiques

of an earlier version of this paper. We also are grateful for the most helpful
comments of the three anonymous reviewers in revising our work.

Task Demand and Error

103



104

References

Arad, B.A. (1964). Notes on the measurement of control load and sector design
in the en-route environment. (Report No. AD-659035). Washington, D.C..
Federal Aviation Administration.

Carlson, G.E. (1982). Captain Carlson’s airplane talk: The complete book of
VFR and IFR communications. Las Vegas: Watosh Publishing.

Chapanis, A. (1953). Research techniques in human engineering. Baltimore:
Johns Hopkins Press.

Endsley, M.R. & Rodgers, M.D. (1997). Distribution of attention, situation, aware-
ness, and workload in passive air traffic control tasks: Implications for op-
erational errors and automation. (Report No. DAOT/FAA/AM-97/13). Wash-
ington, D.C.: Federal Aviation Administration.

Green, R.G., Muir, H., James, M. Gradwell, D. & Greene, L.G. (1997). Human
factors for pilots. Vermont: Ashgate Publishing Co.

Hancock, P.A. (1984). Environment stressors. In: J.S. Warm (Eds.). Sustained
Afttention in Human Performance. (pp. 103-142), New York: Wiley.

Hancock, P.A. (1997). Essays on the future of human-machine systems. MN:
Banta Information Services.

Hancock, P.A., & Chigneli, M.H. (1988). Mental workload dynamics in adaptive
interface design. IEEE Transactions on Systems, Man, and Cybernetics,
18, 647-658.

Hancock, P.A. & Desmond, P.A. (2001) (Eds.). Stress, workload, and fatigue:
Human factors in transportation. Mahwah, New Jersey: Lawrence Erlbaum
Associate Publishers. ' ‘

Hancock, P.A., Flach, J., Caird, J., & Vicente K. (1995). (Eds.). Local applica-
tions of the ecological approach to human-machine systems. Mahwah, New
Jersey: Lawrence Erlbaum Associates Inc.

Hancock, P.A. & Hart, S.G. (2002). Defeating terrorism: What can human fac-
tors/ergonomics offer? Ergonomics in Design, 10 (1),6-16.

Hancock, P.A. & Meshkati N. (Eds.) (1988). Human mental workload.
Amsterdam: North-Holland.

Hancock, P.A., & Warm, J.S. (1989). A dynamic model of stress and sustained
attention. Human Factors, 31,519-537.

Hancock, P.A., Williams, G., Miyake, S., & Manning, C.M. (1995). The influ-
ence of task demand characteristics on workload and performance. Interna-
tional Journal of Aviation Psychology, 5,63-85.

Hendy, K C. (1998). CRM: More than just talk, talk, talk...Flight Safety Spot-
light, 98(1),12-15. '

Hopkin V.D. (1995). Human factors in air traffic control. England: Burgess Sci-
ence Press.

Kinney, G.C., Spahn, J., & Amato, R.A. (1977). The human element in air traffic
control: Observations and analyses of the performance of controllers and

International' Journal of Applied Aviation Studies



[ supervisors in providing ATC separation services. (Report No. MTR-7655).

| McLean, VA: METREK Division of the MITRE Corporation.

Kiinge, J., Smith, K., & Hancock, P.A. (1997). DATIDS: The University of Minne-
sota distributed air traffic information display simulator. Proceedings of the
9th International Symposium on Aviation Psychology, Columbus, Ohio.

| Mackworth, N.H. (1948). The breakdown of vigilance during prolonged visual

search. Quarterly Journal of Experimental Psychology, 1,6-21.

Mackworth, N.H. (1957). Some factors affecting vigilance. Advancements in
Science, 53, 389-393.

Melton, C.E, McKenzie, J.M., Polis B.D., Funkhouser, G.E & lampietro, P.F.
(1971). Physiological responses in air traffic control personnel: O’Hare Tower.
(Report No. DOT/FAA/AM-71-2). Washington, D.C.: Federal Aviation Admin-
istration. _ , .

Melton, C.E, McKenzie, J.M., Polis B.D., Hoffman, M., & Saldivar, J.T. (1973)

"~ Physiological responses in air traffic control personnel: Houston Interconti-
nental Tower (Report No. DOT/FAA/AM-93-22). Washington, D.C.: Federal
Aviation Administration.

Melton, C. E. (1982). Physiological stress in air traffic controllers: A review.
(Report No. OAM/FAA/AM-82/17). Washington, D.C.: Federal Aviation Ad-
ministration. '

Metzger, U., & Parasuraman, R. (2001). The role of the air traffic controller in
future air traffic management: An empirical study of active control versus
passive monitoring. Human Factors, 43(4),519-528.

Parasuraman, R. (1986). Vigilance, monitoring, and search in K. R. Boff L.
Kaufman, and J. P. Thomas (Eds.), Handbook of Perception and Human
Performance: Cognitive Processes and Performance (Vols. 2.). New York:
Wiley.

Reason, J.T. (1990). Human error. Cambridge, UK: Cambridge University Press.

Redding, R.E. (1992) Analysis of operational errors and workload in air traffic
control. Proceedings Human Factors Society, 36, 1321-1325.

Rochester, S.I. & Komos, N.A. (1976). Takeoff at mid century. Federal Aviation
policy in the Eisenhower years 1953-1961. Washington, D.C.: Federal Avia-
tion Administration.

| Rodgers, M.D., & Nye, L.G. (1993). Factors associated with the severity of
operational errors at air route traffic control centers. In M.D. Rodgers (Ed.),
An examination of the operational error database for air route traffic control
centers (Report No. DOT/FAA/AM-TN93/22, NTIS No. ADA275986). Wash-
ington, D.C.: Federal Aviation Administration.

Rodgers, M.D., Mogford, R.H., & Mogford, L.S. (1998). The relationship of sec-
tor characteristics to operational errors (Report No. DOT/FAA/AM-98/14).
Washington, D.C.: Federal Aviation Administration.

Schmidt, D. K. (1976). On modeling ATC workload and sector capacity. Journal
of Aircraft, 13(7), 531-7.

Task Demand and Error 105



106

Smith, K., Briggs, A., & Hancock, P.A. (1997). Success and failure at self-
separation in simulated free flight. Proceedings Meeting of the Human Fac-
tors and Ergonomics Society, 41, 13-17.

Smith, K., & Hancock, P.A. (1995). Situation awareness is adaptive, externally-
directed consciousness. Human Factors, 37, 137-148.

Smith, K., & Mafera, P. (2000). ATC coordinator’s information requirements for
the NAS. (Report No. AAR-100). Washington DC: The Office of the Chief
Scientist and Technical Officer for Human Factors of the Federal Aviation
Administration.

Smith, K., & Murphy, L. (2000). Traffic management unit structure, positions,
and uses of the traffic situation display. (Report No. AAR-100). Washington
DC: The Office of the Chief Scientist and Technical Officer for Human Fac-
tors of the Federal Aviation Administration.

Smith, K. Scallen, S.F., Knecht, W., & Hancock, P.A. (1998). An index of dy-
namic density. Human Factors, 40, 69-78.

Smolensky, M.W. & Stein, E. S. (1998). Human factors in air traffic control.
California: Academic Press.

Stager, P., & Hameluck, D. (1990). Ergonomics in air traffic control. Ergonom-
ics, 33,436-9.

Stager, P., Hameluck, D., & Jublis, R. (1989). Underlying factors in air traffic
control incidents. Proceedings of the Human Factors Society, 33, 43-46.

Thackray, R.1., Bailey, J.P., & Touchstone, R.M., (1975). Physiological, subjec-
tive, and performance correlates of reported boredom and monotony while
performing a simulated radar control task. (Report No. DOT/FAA/AM-75-B)
Washington, D.C.: Federal Aviation Administration.

Warm, J.S. (Ed.) (1984). Sustained attention in human performance. Chichester:
Wiley.

Wilson, J.R. & Corlett, E.N. (1999). Evaluation of human work: A practical ergo-
nomics methodology, (2™ ed.), Philadelphia: Taylor & Francis Inc.

International Journal of Applied Aviation Studies






