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Time and the Privileged Observer

“I would query by what sense it is we come to be

informed of Time; for all the information we have

from the senses are momentary, and only last during

the impressions made by the object.”

Robert Hooke (quoted in Whitrow, 2003)

ABSTRACT

This paper addresses the persistent problem concerning the 
integration of physical (external) with psychological (internal)
expressions of time. While the history of cosmological science
demonstrates the fallacy of the conception of the physically priv-
ileged observational point in the Universe, I argue that it is just
such a privileged position which characterizes the unitary nature
of individual human consciousness. A rational, but flawed impli-
cation of this latter observation is that there is a unique spatio-
temporal point within the brain at which reality is experienced.
This flaw can be exposed through reference to the sensory simul-
taneity problem. Evidence indicates that since no such unique
neural location exists, the brain finesses the issue of absolute 
timing at a sensory level by simply avoiding the problem of 
time-tagging such events altogether. While this finesse solves the
simultaneity conundrum at a sensory level, I argue that the need
for personal temporal continuity and the ability to outpace
exogenous time by the projection of possible futures are solved
elsewhere in the brain. A brief account of these latter properties
is also presented.
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Our Place in the Physical and Teleological Universe

It is now a common perspective, but one not without challenge or dispute,
that the progress of human knowledge can be represented as the burgeoning
recognition of our collective place in the physical Universe. It is traditional
to conceive of this journey of social consciousness as one of displacement
from the nominal center of the Universe to our present day understanding
which emphasizes that there is no privileged point of observation in the phys-
ical Universe. This argument, made both logically and persuasively by, for
example Koestler (1968), affirms that the perceived relationship of the earth
with respect to the Universe as a whole has changed with each new proposed
cosmological order (and see also Connor, 2004). While this putative ‘progress’
has been neither as pristine nor as linear as we might like to believe, it is the
case that the earth-centered, to sun-centered, to ‘no’ center conceptions do
parallel the diminution of human importance in the physical, but crucially
not the teleological Universe (and see Bronowski, 1973; Hancock, 2002).

Despite the progress in celestial observation and the accompanying physical
comprehension, a comparable evolution in our perceived intellectual position
in the Universe has yet to flower. If, as one religion confidently asserts, humans
are made in the image of a Universal God, then it is indeed parsimonious to
conclude that the spiritual position and thus physical location of these humans,
so created, would also be extremely special, if not unique (although, of course,
this form of radical anthropocentrism would be endemic to any such sentient
beings holding this belief, wherever they were actually located). If the history
of human beings in our first five recorded millennia has been the discovery
of our collective insignificance as to location in the physical Universe, perhaps
in our next five millennia we will similarly disillusion ourselves in respect
to our comparable teleological position in the Universe. However, there are
a number of significant barriers to such a development.

A primary barrier to achieving such insight is the personal and unified nature
of consciousness. Although phenomenologically a unitary experience, con-
sciousness is, in actuality, an emergent property of a multiplicity of neural
processes. Embraced in the notion of a ‘Society of Mind’ (Minsky, 1988), the
propositional impasse of a unified consciousness is intimately linked to the
personal privileged observer myth. Although we now accept that there is no
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physical ‘universally’ privileged observer, this has not disposed of the belief
that we each appear to ourselves, consciously in the ultimately privileged
position. Indeed, all of our insights into our place in the physical Universe
have never really disturbed, and perhaps have even actually reinforced this
implicit notion that there indeed is a uniquely advantaged neural location,
the place where phenomenologically we are ‘us’. We perceive ourselves to
be discrete, single, unified entities located somewhere “just behind the eyes”,
from which location all of experience is centered. By extension, and beyond
simple metaphorical equivalence, this implies there is a privileged observational
point in the brain and that the observer at that point IS us. A great problem
arises if we accept this proposition by considering that this latter observer is
simply a smaller replica or homunculus of our larger selves. Such an idea
leads to an immediate impasse with an infinite regress of a series of ‘observers’
stacked one inside another like a set of Chinese boxes. The latter notion (who
observes the observer themselves) reminds us of Luvenalis (Juvenal’s) inqui-
sition “quis cusodiet ipsos custodes?” (who will guard the guards themselves).

The implication of a single observational point in the brain requires the parallel
assumption of a single observational time. For, as is clear from the observation
of the German physicist Minkowski: “who has seen a time except at a place and

who has been at a place except at a time.” Thus we are ourselves - now, at this
point in time, as much as we are ourselves here at this point in space. Coded
in neuro-physiological conceptions such as the ‘single command neuron,’ this
entrenched belief is fundamentally an extension of the Cartesian assumption
that self is embodied in the pineal gland where, purportedly, the corporeal
met the incarnate (and see Dennett & Kinsbourne, 1992). This latter, mind-
body issue is a division with which both the philosopher Plato and geographer
Ptolemy struggled in their seminal codifications of the conception of the
Universe and our personal place within it.

The spatial nature of time and the temporal nature of space

Almost all people, including most scientists, find it easier to deal with the
spatial and therefore the static, as opposed to the temporal, and therefore 
the dynamic. As a consequence even in neuroscience, the spatial distribution
of neural systems has been studied extensively, especially as most recent
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neuro-imaging techniques provide significantly better spatial compared with
temporal resolution. However, it is evident after even a brief epoch of cogi-
tation that however much static, spatial knowledge we gain, time is the more
fundamental problem. For example, Block (1990) concluded that: “psychological

time can no longer continue to be ignored by (scientists) who propose models of 

non-temporal behavior, because non-temporal behavior does not exist.” The question
crystallizes rapidly into one of how the brain processes time itself. Initially,
this does not appear to be a problem at all! After all, we see, we hear, or we
feel a discrete event in the environment and then react to it in some fashion
and so we can establish a neural time course of events from stimulus reception
to response execution. Somewhere along this passage, the traditional con-
ception tells us, either explicitly or implicitly, that this processing sequence
must reach a momentary ‘now’. Like much that is apparently simple, this
conception hides many layers of complexity (and see Russell, 1915).

Let us approach the problem by considering the question of synchronicity.
This is not a side-step but rather an extension of the same question. That is,
supposing two related events happen, such as an individual is both seeing
and hearing a car door slam. How does the brain solve the problem of syn-
chronizing these discrete signals to different sensory systems so that they
appear phenomenologically as a single, unified event? Clearly if we look at
the sensory systems involved, the difference in the lag in transmission time
between two systems such as are involved in visual and auditory processing
is not insignificant. Also, from a purely physical perspective, the light reaches
the retina with virtually no temporal lag, whereas the auditory signal from
the same event can take several orders of magnitude longer to reach the tym-
panic membrane. The various processing times across the cortex can be equally
disparate. How then does the brain apparently compensate for all of these
different temporal lags from both the external environment and lags within
the brain itself? Of course, the first thing to note is that the brain does not
always achieve this synchronicity anyway. Indeed, we know of environmen-
tal situations which regularly fracture this synchronization. In thunderstorms,
of which there are many in Florida, one sees a lightning flash and them some
appreciable time later, hears the accompanying peal of thunder. Such dis-
parity between the two can be used to provide an approximation of just how
far away the lightening strike has occurred. In a severe thunderstorm, of
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which there are many in Florida, multiple lightening strikes cause significant
confusion as to which peal of thunder is related to which lightening strike.
This confusion is only disambiguated by either a very close strike in which
sound and light virtually meld together, or when the storm is dying down
and the frequency of strikes diminishes. We feel no disparity in our sense of
consciousness in such circumstances since we have come to learn that this
particular desyncronization of environmental events is, in these circumstances
‘normal.’ However, if all experience were so represented and the inter-sensory
disparity between more than one sensory system was a frequent occurence,
one can immediately envisage the mental mayhem it would potentially wreak,
and indeed such forms of temporal, sensory desynchronization have been
thought to lie behind some forms of mental illness, (see Mundell, Mayes,
MacDonald, Pickering, & Fairbairn, 1991; Tallal, Galaburda, Llinas, & von
Euler, 1993).

How the Brain Finesses the Problem of Inter-Sensory
Synchronization

“If the perception of time is based on inbuilt mechanisms, the problem of identifying

them arises.” (Treisman, 1999).

It was during such a lightning storm while considering the nature of the 
synchronization problem that it first occurred to me that the brain largely
does not NEED to solve this on-going series of synchronization problems that
inter-sensory simultaneity appears to pose. Let us explore this proposition of
non-necessary synchronization a little further. For the sensory system dealing
with olfaction, the onset of a smell can be attention getting and if the smell
has hedonic properties we may follow it and try to ascertain its source. For
example, a fast-food restaurant, of which there are many in Florida, will give
out an enticing aroma but we do not perceive either the onset or the offset
of the smell to be an obvious, discrete event that regularly acts as an unequivocal
sensory marker in time. Indeed, despite the example of coffee as a stimulus
to get up each morning, smell is a much more continuous experience which
has the character of ebb and flow or waxing and waning rather than sudden
onset and offset. I believe this property of fuzzy identification in time (this
being largely an attribute of human sensory capacities of course), is not 
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happenstance but is part of a specific strategy of the assemblage of sensory
capacities. Since olfaction is often considered relatively low on the scale of
sensory importance in human beings, it fits in where it can to the overall
experience of reality - timewise. If smell begins to finesse the problem of 
synchronization in time by fuzzy temporal identity what then of the other
sensory systems?

Let us next consider tactile-kinesthesis. Body sense and the tactile boundary
conditions of the sense of self is how we physically touch the world. As such
these capacities code sensory stimulation which is literally close to our hearts.
Tactile stimulation requires that you are within touching distance of some-
thing and recursively, it is within touching distance of you. Setting the overall
argument of sensory synchronicity in an evolutionary context, the fundamental
problem that any living being including human beings, are faced with upon
encountering an entity in the environment is either to consume it or con-
summate it (McBride, 2005). Of course, in the contemporary world of human
beings we now hopefully possess a somewhat broader repertoire of behav-
ioral response. For example, one might well chose to ignore it - whatever it
is. Indeed, if it does not trigger responses suggestive of either food or fertil-
ity, in an energy-critical world, simply passing by may be the preferred or
indeed optimal response. Indeed, in earlier times, one would often wish to
run away from such contact since the entity itself might well see you as food,
or even worse! But touch is a very time critical sense. Due to the issue of
physical proximity, one has to react quickly, if one is to preserve the chance
to react later at all. Thus, what I am suggesting is that while sensory systems
each transduce different spatial ranges of energy, they possess a compli-
mentary distribution in the temporal range of their capacities also in order
to construct the experience of reality.

Having considered the sensory capacities of olfaction and tactile kinesthesis,
we have to understand how the strategy of absolute temporal finesse applies
to the major sensory systems of vision and audition. In general terms, vision
and audition work in the same general fashion. One part of each of these
systems is especially sensitive to change and serves to direct a second part
of each system, composed of finer levels of processing, toward sources of
perceived greatest importance. Vision and audition are relatively slow sensory
systems since much top-down expectation enters the ebb and flow of what
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is perceived as being seen and heard. If every stimulus in vision and audition
had to be individually time-tagged and then passed through some form of
cortical simultaneity comparator, information transmission through the active
nervous system would quickly become overloaded and grind to a fatal halt
as demands quickly overwhelmed any possible processing capacity. However,
we have an existence proof that this does not happen and thus we need to
understand how the brain solves the problem. The following section indicates
one way in which I suggest the simultaneity (time-tagging) question is finessed
by the brain in the real-world.

Levels of detail

We can pose the simultaneity question from another perspective; that of the
outside in. That is, does the brain actually have to solve the stimulus simul-
taneity problem and if so what would connote a possible form of solution.
Sometimes the best answer to a difficult question is to object that the question
is really not a question at all! If we are considering the simultaneity question
from the outside in, one way of approaching this is to ask questions about
how people build surrogate worlds. Today, there is a very active branch of
science which seeks to accomplish just such a goal - the area of simulation.
In a rather tortuous analogy, the brain like the simulation scientist has to ‘cre-
ate’ a world (Hancock, 2005). I shall not enter here into the fundamental
philosophical issue of reality as externally created versus self-generated, it is
merely sufficient to say that the simulation scientist is faced with the challenge
of creating a coherent world. Like the under-funded simulation scientist, 
and there are many of these in Florida, the brain has limited resources and
cannot call upon infinite computational capacity. Compromises and sacrifices
therefore have to be made. The simulation scientist achieves a degree of 
compromise by a strategy that is often called ‘levels of detail’ programming
(Hancock, 2005). In essence, what the eye does not see, the computer does
not grieve over.

To be more specific, in a simulation, if the scene contains for example mountains
in the background, the simulation scientist does not spend significant com-
putational time and power simulating these mountains in all their three-
dimensional glory since the individual will probably never reach them. (As
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a general comparable example one may recall that the producers did not
spend large amounts of money decorating the horizon on the ‘Trueman Show’
since they thought his fear for water would prevent him ever reaching such
a location). Far distant objects in simulation can be just as easily and much
more elegantly (in computational terms) be represented by a two dimensional
surface with a single, general texture map. Thus, in ground-vehicle simulation
(such as a driving simulator), it is much better spending your computational
capacity on the details of objects much closer to ‘home.’ Home, in simulation
science is ubiquitously specified as the referential eye-point of the observer
(this, of course, being simply another instantiation of the privileged observer
notion). When faced with a different challenge, such as flight simulation, the
simulation scientist now does choose to spend his or her computational
resources on mountains since they have much greater relevance to the presently
simulated world, but not, for example, on the details of a road-side stop sign,
which cannot be ‘seen’ at 1,000 mph and from 20,000 ft. anyway. Parenthetically,
this serves to indicate why helicopter simulation is so expensive, since it has
to satisfy the demands of both ground and flight simulation. The scientist’s
answer in this case is simply to acquire a much more powerful computer 
system. However, since we cannot extend the cortex on demand, what does
the brain do?

In a general sense, the brain solves the problem in the same fundamental
manner. The brain provides a natural ‘levels of detail’ processing in that 
various thresholds describe the limits of resolution power for each respective
sensory system. If one’s office is at the top of a particularly high building, as
one looks out of the window, one might touch the glass, hear the bird sing
from a nearby ledge but actually see something like forty miles (which is
actually the maximum nominal visibility distance given in aviation). Now
consider what the brain needs to solve in terms of temporal ‘levels of detail’
in this circumstance. If, from this window, one sees a ship on a distant river,
one could certainly not touch it (the visual-tactile simultaneity problem is
immediate redundant). If the ship is far enough away, one would not hear
the engines despite being able to see that it is in motion (formally, the auditory
threshold is exceeded well before the visual threshold is reached). Similarly,
it may be belching out a tremendous smell but unless there is a specific wind
direction and the window were open, one would not be able to smell it and
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remember the olfactory system obviates many such problems by its inherently
fuzzy nature. I could continue with a potentially endless set of examples of
this levels of detail finesse, however, hopefully the point is clear. There are
many, if not most, environmental circumstances in which the whole problem
of stimulus simultaneity is simply avoided.

This ‘levels of detail’ argument also provides an evolutionary reason why
vision is the dominant sensory system. It is not simply that light provides
the best adaptive zeitgeiber for sensory registration of spatio-temporal expe-
rience (Gibson, 1979), it is evidently the case that one sensory capacity must
over-dominate in order to resolve any ambiguity problems that do periodically
arise. This is a solution to an old conundrum which says that an individual
with one watch knows what the time is, while an individual with two watches
is never sure. The sensory systems present the opportunity for several acute
time representations and in order to resolve any ambiguity that is not solved
by first pass finesse derived from the ‘levels of detail’ strategy, one has to
assume that the over-dominance of one system (i.e., vision - believing one’s
eyes first) will provide (right or wrong) an answer. It is only then in very
arcane psychological experimental situations in which can generate sensory
illusions in time such as the Pulfrich effect (Pulfrich, 1922). Simultaneity, is
thus finessed at multiple levels of the sensory ‘clocking’ system which, in
using levels of detail and dominance and the finesse of never sensory time-
tagging anyway, does not have to face the problem of absolute time resolution.
Interestingly, information from inter and intra-sensory comparisons can how-
ever, still be used to coordinate action, as is discussed below.

The brain still has to register self-continuity in time. That is, there must be
some part of neural processing that permits the individual to perceive their
own continuing existence. Given that this is not now conceivable if the sen-
sory systems work in the temporal manner I have suggested, this has to be
supplied by some other part of the brain. I would argue that self-continuity
is a very primitive requirement and extends well beyond human beings since
almost all organisms have to have a continuing awareness of self in both
space and time (and see Hume, 1739). Imagine, for example, if one did not
have such an awareness - an organism might very well start to eat itself. This
continuity function has been suggested as located in the limbic system and
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has been observed to be temperature dependent (cf., Hancock, 1993; Matell
& Meck, 2000; Treisman, 1999). If this primitive system permits temporal con-
tinuity, there is also a counter-part in the frontal lobes which permits the indi-
vidual to go ‘faster than time.’ This is accomplished by the generation of
numerous ‘what-if?’ scenarios that means the individual does not always
have to process time in a reactive mode (and see Hancock, Szalma, & Oron-
Gilad, 2005). This observation actually implies that memory has nothing to
do with the past and is simply the tool that the brain uses to construct use-
ful “what-if” scenarios for the future (and see Staddon, 2005). This sentiment
is very much in accord with Dennett’s (1991) comment that all brains are
essentially, anticipation machines. The present focus on sensory clocking
mechanisms can make it seem as if the human being is simply a detached
observer of the world (as the privileged observer notion also implies), instead
of an active player within it. If the account I have given, by which the sen-
sory systems finesse the simultaneity problem, is to be at all valid it has also
to deal with the way in which individuals engage in synchronized activities
within the world. It is this issue which is the focus of the final section of this
work.

Embracing, Ignoring, or Avoiding

In the environment in which human development occurs, action leads 
perception just as much as perception supports action (Powers, 1973). As
mentioned earlier, under the mandate of consuming, consummating, or 
circumnavigating entities we encounter in the environment, physical actions
can be generally categorized into colliding, embracing, ignoring, or actually
avoiding other objects altogether. However, our focus is on time and so we
need to explore these different set of acts in terms of their temporal implica-
tions. Whatever action one takes, the problem to be solved is time-to-contact.
[Unfortunately, at this juncture, it is necessary to introduce specific terms
employed in the area of ecological psychology and a brief diversion is nec-
essary]. If one is seeking an embracing action, then contact with any specified
surface is usually soft or benign. This is a subcategory of overall time-to-con-
tact termed Time-to-Soft-Contact (TTSC). This would be used in cases where
one seeks to manipulate objects or entities in the environment - typing on a
computer say, or picking up a coffee cup. Conversely, if one ignores the entity
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in a general sense then this would be Time-to-Non-Contact (TTNC) and
implies an avoiding action (and see Hancock & Manser, 1997). Some rare 
situations encourage the individual to make heavy contact with another object
or entity, i.e., hitting. Since there is a constant danger of personal damage in
these situations, such time-to-hard-contact (TTHC) cases are relatively rare.
In these specialized circumstances (for example in sports like karate and box-
ing) one should ensure that the resilient pieces of one’s own body meets the
vulnerable parts of one’s opponent. The crucial issue here is that each of these
sets of actions in the environment are subsumed under the general realm of
time-to-contact (Hancock & Manser, 1998). The crucial thing to understand,
and indeed the central pillar of all of ecological psychology, is that such time-
to-contact derivations can be accomplished totally within the sensor itself
and thus access to any centralized timing system (and thus reference to
absolute timing) remains unnecessary (cf., Hancock & Manser, 1997; Wickens
& Holland, 1999). In the eye, for which capacities have been most thoroughly
investigated, the ‘calculation’ (if calculation it can be called) is accomplished
by comparison of innervation areas on the retina itself. As has been shown
by Lee and Reddish (1981), Gibson (1979), and others, symmetrical expan-
sion about the central axes uniquely designate incipient contact, and the rate
at which that object expands on the retina uniquely specifies ‘time-to-con-
tact’ or more generally the constraints on temporal action. While the cases
for objects that will by-pass an individual are mathematically more complex,
the sensory array still provides direct temporal information - independent of
the necessity to access higher neural functioning (Hancock & Manser, 1998).
Now we can see that the way that the brain finesses time at the sensory level
is to encode temporal perception and time for action at the level of the sen-
sory system itself, leaving the necessity to access any reference to absolute
time for such events totally circumvented.

It is, of course, possible to force the sensory systems to search for simultaneity,
but these circumstances occur naturally at a far less frequent rate than one
might imagine. Also, in searching specifically for sensory simultaneity, we
have the great advantage of feed-forward via top-down processes from the
frontal cortex. In these conditions, expectation can overwhelm any minor dis-
crepancy between sensory streams. It is important to reiterate then that my
central point is that sensory systems do not ever need to actually have direct
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access to any source of ‘absolute’ time. In so doing, they overcome the prob-
lem of having a momentary point in space and time of privileged observation
within the brain. The continuing sense of self is generated at another level
of the brain altogether and provides the experience of personal continuity,
but not in terms of the immediate experience of reality that the notion of con-
sciousness implies (Poppel, 1985; Smith & Hancock, 1995). Let me also add
in closing, that this finesse in relation to absolute, or external time, does not
obviate the utility of information derived from intra- and inter-sensory modality
comparisons. In principle, the present argument can also be applied to other
temporal properties such as duration estimation. However, this requires and
elaborated argument upon how individual sensory systems interconnect with
the continuity mechanism often referred to as the biological, chemical, or
more generally internal clock (Francois, 1927; Hancock, 1993, Hoagland, 1933;
Lewis & Walsh, 2002). Such efforts require further sophisticated theoretical
advance (see Dennett & Kinsbourne, 1992; Treisman, 1963) and the integration
of complex neuro-physiological evidence (Meck, 2005; Meck & Benson, 2002).
Such work has been on-going and continues to progress (see Hancock, Szalma,
& Oron-Gilad, 2005).

Summary and Conclusions

In this brief work, I have tried to look at the problem of time from the out-
side in. While this inevitably implies a number of cosmological and philo-
sophical questions such as the veridical existence of an external reality and
how far the brain imposes structure on any such purported externality, as
compared to discovering an intrinsic ordering within it, the main concern
here has been with how the brain deals with, and integrates aspects of what
is commonly referred to as, external or physical time. In psychology, this pur-
suit has a long history subsumed under the general topic of the duration of
the psychological present. It is allied to the subject of Vierordt’s Law (Vierordt,
1868) and was noted by James (1890), having now puzzled researchers for
more than a century and a half. If you search for a value of this moment, or
‘specious’ present in any sensory system, you will always find an answer in
the form of a particular duration (e.g., see Vroon, 1974). Indeed, a wide range
of times have, and continue to be offered by many different scientists (see
Coren, Ward, & Enns, 2004; Poppel, 1997; Stroud, 1955; White, 1963). However,
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I propose that it is the premise of this search that is itself flawed. If the notion
of a temporally privileged observer is simply incorrect, what flows from this
flawed premise is itself, on each occasion necessarily, a flawed answer. Thus
the way in which the brain deals with the issue of time-tagging each discrete
sensory event is to simply finesse the problem and never require the sensory
systems to perform this function in an absolute time frame. This solution
requires that the sense of self-continuity is generated elsewhere in the brain
and I have argued here for this functional division. These present observations
do not represent a complete explanation of how the brain deals with time by
any means. However, hopefully, they represent one small step along a path
toward a synthesis of psychological and cosmological forms of time, a conun-
drum that has defied solution since humans first understood the issue (and
see the exposition of Fraser, 1987 for complete discussion). That the present
proposal can also serve to provide a propositional solution to the persistence
psychological conundrum known as the ‘binding’ problem (O’Reilly, Busby,
& Soto, 2003) is also self-evident.
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